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Abstract. We study certain new spaces of coefficient multipliers of new an-

alytic Lizorkin-Triebel type spaces Mp,q
α , Mp,∞,α and M∞,p,α and related

analytic spaces in the unit polydisc with some restriction on parameters. Our

results extend some previously known assertions on coefficient multipliers of

classical analytic Bergman Apα and analytic weighted Hardy Hp
α type spaces in

the unit disk. Many results are new even in onedimensional case of unit disk.

We define and study also spaces of multipliers of some new analytic Besov type

spaces in polydisk.

1. Introduction

The goal of this paper is to continue the investigation of spaces of coefficient

multipliers of analytic Mp,q
α , and related F p,q

α Lizorkin - Triebel type spaces in the

unit polydisc including q = ∞ and p = ∞ limit cases. This probably started before

in [16], [17]. These F p,q
α and Mp,q

α type spaces including limit p = ∞ and q = ∞

cases serve as a very natural extension of the classical Hardy and Bergman spaces

in the unit polydisc simultaneously. Spaces of Hardy and Bergman type in higher

dimension were studied intensively by many authors during past several decades,

see for example [21], [5], [7], [12], [13], [14] and references therein. The investigation

in this new direction of F p,q
α , and related Mp,q

α type classes in the unit polydisc was
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started in recent papers of the second author, see [16], [17], [18]. We note that

complete analogues of these classes and their pointwise multipliers in the unit ball

were studied also in recent papers of Ortega and Fabrega, see [12], [13], [14] and

references therein. See also [1], [7], [20] for some other properties of these new

analytic F p,q
α , Mp,q

α type classes and related spaces in the unit disk or subframe

and expanded disk. Below we list notations and definitions which are needed and

in the next section we formulate and prove main results of this note. The paper

will be devoted mainly to the study of multipliers of Mp,q
α classes including limit

cases q =∞ and p =∞ and related T p,q
s spaces.

Let D = {z ∈ C : |z| < 1} be the unit disc in C, T = ∂D = {z ∈ C : |z| = 1},

Dn is the unit polydisc in Cn, Tn ⊂ ∂Dn is the distinguished boundary of Dn,

Z+ = {n ∈ Z : n ≥ 0}, Zn
+ is the set of all multi indexes and I = [0, 1).

We use the following notation: for z = (z1, . . . , zn) ∈ Cn and k = (k1, . . . , kn) ∈

Zn
+ we set zk = zk11 · · · zkn

n and for z = (z1, . . . , zn) ∈ Dn and γ ∈ R we set

(1−|z|)γ = (1−|z1|)γ · · · (1−|zn|)γ and (1−z)γ = (1−z1)γ · · · (1−zn)γ . Next, for

z ∈ Rn and w ∈ Cn we set wz = (w1z1, . . . , wnzn). Also, for k ∈ Zn
+ and a ∈ R we

set k + a = (k1 + a, . . . , kn + a). For z = (z1, . . . , zn) ∈ Cn we set z = (z1, . . . , zn).

For k ∈ (0,+∞)n we set Γ(k) = Γ(k1) · · ·Γ(kn).

The Lebesgue measure on Cn ∼= R2n is denoted by dV (z), normalized Lebesgue

measure on Tn is denoted by dξ = dξ1 . . . dξn and dR = dR1 . . . dRn is the Lebesgue

measure on [0,+∞)n.

The space of all functions holomorphic in Dn is denoted by H(Dn). Every f ∈

H(Dn) admits an expansion f(z) =


k∈Zn
+
akz

k. For β > −1 the operator of

fractional differentiation is defined by

(1) Dβf(z) =


k∈Zn
+

Γ(k + β + 1)
Γ(β + 1)Γ(k + 1)

akz
k, z ∈ Dn.
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For f ∈ H(Dn), 0 < p <∞ and r ∈ In we set

(2) Mp(f, r) =


Tn
|f(rξ)|pdξ

1/p

,

with the usual modification to include the case p = ∞. For 0 < p ≤ ∞ we have

analytic Hardy classes in the polydisc:

(3) Hp(Dn) = {f ∈ H(Dn) : fHp = sup
r∈In

Mp(f, r) <∞}.

For n = 1 these spaces are well studied. The topic of multipliers of Hardy spaces

in polydisc is relatively new, see for example [21], [22]. These spaces are Banach

spaces for p ≥ 1 and complete metric spaces for all other positive values of p. Also,

for 0 < p ≤ ∞, 0 < q <∞ and α > 0 we have mixed (quasi) norm spaces, defined

below.

(4) Ap,q
α (Dn) =


f ∈ H(Dn) : fq

Ap,qα
=



In
Mq

p (f,R)(1−R)αq−1dR <∞

.

If we replace the integration by In above by integration by unit interval I then we

get other similar to these F p,q
α analytic spaces but on subframe and we denote them

by Bp,q
α These spaces are Banach spaces for cases when both p and q are bigger

than one, and they are complete metric spaces for all other values of parameters.

We refer the reader for these classes in the unit ball and the unit disk to [21], [12],

[13], [14] and references therein. Multipliers between Ap,q
α spaces on the unit disc

were studied in detail in [8].

As is customary, we denote positive constants by C, sometimes we indicate

dependence of a constant on a parameter by using a subscript, for example Cq.

We define now the main objects of this paper.
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For 0 < p, q < ∞ and α > 0 we consider Lizorkin - Triebel spaces F p,q
α (Dn) =

F p,q
α consisting of all f ∈ H(Dn) such that

(5) fp
Fp,qα

=


Tn



In
|f(Rξ)|q(1−R)αq−1dR

p/q

dξ <∞.

It is not difficult to check that those spaces are complete metric spaces, if

min(p, q) ≥ 1 they are Banach spaces. If we replace the integration by In above

by integration by unit interval I then we get other similar to these F p,q
α analytic

spaces, but on subframe and we denote them by T p,q
α . If we replace the integration

by Tn above by integration by unit circle T then we get other similar to these F p,q
α

analytic spaces, but on expanded disk and we denote them by Mp,q
α .

All these T p,q
α and Mp,q

α classes are new (including limit cases when one of indexes

is equal to ∞) and so far there are only several papers in literature devoted to the

study of their properties. It is not difficult to check that those spaces are complete

metric spaces, if min(p, q) ≥ 1 they are Banach spaces. We note that this scale

of spaces includes, for p = q, weighted Bergman spaces Ap
α = F p,p

α+1
q

, see [5] for a

detailed account of these spaces. On the other hand, for q = 2 these spaces coincide

with Hardy - Sobolev spaces namely Hp
α = F p,2

α+1
2
, for this well known fact see [21],

[1] and references therein. Finally, for α ≥ 0 and β ≥ 0 we set

(6) A∞,∞
α,β (Dn) = {f ∈ H(Dn) : fA∞,∞

α,β
= sup

r∈In
(M∞(Dαf, r))(1− r)β <∞}.

This space is a Banach space. For all positive values of p and s we introduce

the following three new spaces. We note first replacing q by ∞ in a usual way we

will arrive at some other spaces (limit case of F p,q
α classes). The limit space case

F p,∞,s(Dn) is defined as a space of all analytic functions f in the polydisc such that

the function φ(ξ) = supr∈In |f(rξ)|(1− r)s, ξ ∈ Tn is in Lp(Tn, dξ).

If we replace the ”integration” by In above by integration by unit interval I then

we get other similar to these analytic spaces F p,∞,s(Dn) but on subframe and we

denote them by T p,∞
α . If we replace the integration by torus Tn above by integration
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by unit circle T then we get other similar to these analytic spaces F p,∞,s(Dn)but

on expanded disk and we denote them by Mp,∞,α. Finally, the limit space case

Ap,∞,s(Dn), s, p ∈ (0,∞), is the space of all analytic functions f in the polydisc

such that

sup
r∈In

Mp(f, r)(1− r)s <∞.

These last spaces the so called weighted Hardy spaces are well studied by many

authors for many decades see for this for example [5] and many references there.

Obviously the limit F p,∞,s space is embedded in the last space we defined. This

simple observation concerns also T p,∞,α, Mp,∞,α and will be used in this note. It

can be checked by standard manner that these four classes of spaces are Banach

spaces for all p ≥ 1 and they are complete metric spaces for all other positive values

of p.

The following definition of coefficient multipliers is well known in the unit disk.

We provide a natural extension to the polydisc setup.

Definition 1. Let X and Y be quasi normed subspaces of H(Dn). A sequence

c = {ck}k∈Zn
+

is said to be a coefficient multiplier from X to Y if for any function

f(z) =


k∈Zn
+
akz

k in X the function h = Mcf defined by h(z) =


k∈Zn
+
ckakz

k

is in Y. The set of all multipliers from X to Y is denoted by MT (X,Y ).

The problem of characterizing the space of multipliers (pointwise multipliers and

coefficient multipliers) between various spaces of analytic functions is a classical

problem in complex function theory, there is vast literature on this subject, see [4],

[5], [8], [9] and references therein. Note our results do not provide characterizations

but all are in higher dimension for certain new classes of functions which were never

considered before and they present obvious interest from our point of view. In this

paper at the same time we are looking for some extensions of some already known

theorems, namely we are interested in spaces of multipliers acting into analytic
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Lizorkin-Triebel F p,q
α , T p,q

α , Mp,q
α spaces and all related spaces we defined above in

the unit polydisc and from these spaces into certain well studied classes like mixed

norm spaces, Bergman spaces and Hardy spaces. We note that the analogue of this

problem of description of spaces of multipliers in Rn for various functional spaces

in Rn was considered previously by various authors in recent decades, for these we

refer the reader to [23]. We note the study of spaces of multipliers of nonanalytic

classes of functions is also a large area of research.

2. On coefficient multipliers of analytic Lizorkin - Triebel type

Mp,q
α , F p,q

α and T p,q
α spaces in the unit polydisc

We start this section with several lemmas which will play an important role in

the proofs of all our results. We note that these assertions can serve as direct

natural extensions of previously known one dimensional results to the case of sev-

eral complex variables. The following lemma in dimension one is well-known, see

[16], [5], [6] and references therein. This is a several variables version of the so

called Littlewood - Paley formula, see [6], which allows to pass from integration

on the unit circle to integration over unit disk. We omit a simple proof which fol-

lows from a straightforward technical computation based on orthonormality of the

trigonometric system, similarly to the classical planar case.

Lemma 1 ([17]). For f, g ∈ H(Dn), r ∈ In and α > 0 we have

(7)


Tn

f(rt)g(rt)dt = (2α)n
n



j=1

r−2α
j ×

×
 r1

0

· · ·
 rn

0



Tn

Dα+1g(Rξ)f(rξ)
n



j=1

(r2
j −R2

j )
αR1 · · ·RndRdξ.

The first part of the following lemma was stated in [17]. This lemma provides

direct connection between mixed norm spaces and standard Ap
α Bergman classes

in higher dimensions. A detailed proof of the first part can be found in the cited
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paper of the second author and the proof of the second part is just a modification

of that proof. We again omit details refereing the reader to [17].

Lemma 2. Let 0 < max(p, q) ≤ s ≤ 1 and α > 0. Then we have

(8)


Dn
|f(w)|s(1− |w|)s(α+ 1

p )−2dV (w)
1/s

≤ CfFp,qα
, f ∈ F p,q

α (Dn),

(9)


Dn
|f(w)|s(1− |w|)s(α+ 1

p )−2dV (w)
1/s

≤ CfAp,qα , f ∈ Ap,q
α (Dn).

The following lemma is crucial for all proofs of necessity of multiplier condi-

tions in our main results. It provides explicit estimates of the denominator of the

Bergman kernel in various (quasi) norms in polydisc which appear in this note.

Again these estimates are known and can be found in [16], [17], [18]. Let us note

that the Bergman kernel in polydisc is a product of n one dimensional Bergman

kernels. This fact often allows one to reduce calculations in several variables to the

already classical one dimensional case, see for example [5] and references therein.

Lemma 3 ([16]). Let 0 < p, q <∞ and set

(10) fR(z) =
1

(1−Rz)β+1
, β > −1, R ∈ In, z ∈ Dn.

Then we have the following partially known (quasi) norm estimates:

fRAp,qα (Dn) ≤
C

(1−R)β−α−1/p+1
, β > α− 1 +

1
p
,(11)

fRFp,qα (Dn) ≤
C

(1−R)β−α−1/p+1
, β > α− 1 +

1
p
.(12)

Lemma 4 ([16]). Let 0 < p, q <∞ and set

(13) fR(z) =
1

(1−Rz)β+1
, β > −1, R ∈ In, z ∈ Dn.

Then we have the following partially known (quasi) norm estimates:

fRAp,∞,α(Dn) ≤
C

(1−R)β−α−1/p+1
, β > α− 1 +

1
p
;(14)
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fRFp,∞,α(Dn) ≤
C

(1−R)β−α−1/p+1
, β > α− 1 +

1
p
.(15)

The following two lemmas are new even in case of unit disk.

Lemma 5. Let 0 < p, q <∞ and set

(16) fR(z) =
1

(1−Rz)β+1
, β > −1, R ∈ In, z ∈ Dn.

Then we have the following (quasi) norm estimates:

fRTp,∞,α(Dn) ≤
C

(1−R)β−
α
n−1/p+1

, β >
α

n
+ 1/p− 1,(17)

fRT∞,q,α(Dn) ≤
C

(1−R)β−
α
n+1

, β >
α

n
− 1,(18)

fRTp,qα (Dn) ≤
C

(1−R)β−
α
n−1/p+1

, β >
α

n
+ 1/p− 1.(19)

Note that if we consider M type spaces then we always assume below R ∈ I.

Lemma 6. Let 0 < p, q <∞ and set

(20) fR(z) =
1

(1−Rz)β+1
, β > −1, R ∈ I, z ∈ Dn.

Then we have the following (quasi) norm estimates:

fRMp,q
α (Dn) ≤

C

(1−R)(β−α+1)n−1/p
, β > α− 1 +

1
np

,(21)

fRM∞,q,s(Dn) ≤
C

(1−R)(β−s+1)n
, β > s− 1,(22)

fRMp,∞,α(Dn) ≤
C

(1−R)(β−α+1)n−1/p
, β > α− 1 +

1
np

.(23)

The following lemma follows from Lemma 2, but we include it here to stress its

importance for later proofs.
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Lemma 7 ([5]). If 0 < v ≤ 1, q > 1
v − 2 and t > 0 then we have, for every

f ∈ H(Dn) :

(24)


Dn

|f(w)|t(1− |w|)qdV (w) ≤ C



Dn

|f(w)|vt(1− |w|)2v−2+qvdV (w)
1/v

.

The proof of this lemma shows that if we replace here (1− |w|)q by (1− |w|r)q,

where r ∈ In, then the integrand on the right hand side changes to

(1− |w|r)qv(1− |w|)2v−2|f(w)|vt,

and conditions on parameters in this estimate will be

1
2
< v ≤ 1.

The proof of this last statement is a modification of the well-known proof of Lemma

7, therefore we omit easy details. This will be used below by us in the proof of one

of the main results of this paper taken from [17].

The first assertions we formulate provide conditions which are necessary, but not

in general sufficient, in cases when all indexes are different in pairs of mixed norm

spaces we consider in this note. By this we mean spaces of coefficient multipliers

from F p,q
α spaces to Ar,s

β spaces in the polydisc, and conversely. Even these asser-

tions are more general than those that are present in the literature, see [5], a large

survey article [21] by V. Shvedenko and more recent work [2], [3], [4] by O. Blasco,

J. L. Arregui and M. Pavlović.

Since the proof of our main theorem contains in some sense proofs of all prelimi-

nary easy observations which we put below before formulation of main theorem we

provide only complete sketches of proofs of these observations.

Let g ∈ H(Dn), g(z) =


k∈Zn
+
ckz

k. If c = {ck}k∈Zn
+

is a coefficient multiplier

from Ap,q
α to F t,s

β where t ≤ s, then the following condition holds:

(25) sup
r∈In

Mt(Dmg, r)(1− r)β+m−α− 1p +1 <∞,
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where m is any number satisfying m > α− β + 1
p − 1.

Moreover the last condition is a necessary condition for the following cases when

we consider multipliers from F p,q
α to At,s

β or from F p,q
α to F t,s

β for t ≤ s.

However, we add additional conditions when we look at multipliers into Lizorkin-

Triebel type spaces. These conditions appear due to the first embedding in the

following chain

F t,s
β → At,s

β → At,∞
β

of embeddings. The first embeddings holds for t ≤ s and follows directly from

Minkowski inequality. The second embedding is a well known classical fact and it

holds for all strictly positive s, t and β, see, for example, [5], [12], [13].

In all of the above cases of necessity of condition (25) proof follows directly from

Lemma 3 and the above embeddings in combination with the closed graph theorem

which is always used in such situations, see the proof of theorem below as a typical

example. We remark in addition that in the case of multipliers into Lizorkin-Triebel

spaces we should use both embeddings, in the other case only the second one. We

omit details referring readers to the proof of the first part of Theorem 1. We will see

this necessary condition on a multiplier which we just mentioned holds also when

s ≤ t, moreover we will show that it is sharp in this case.

If s = ∞ and α = γ + r, then the condition (25) is again necessary when

considering multipliers from F p,q
γ into A∞,∞

r,β . We again omit a proof which is a

modification of arguments of the proof which we see below and which we will repeat

several times. We continue this paper with series of necessary conditions, these are

new assertions on limit case spaces F p,∞,α, T p,∞,s, Mp,∞,γ , M∞,p,γ which as we

indicated above are defined analogously to the F p,q
α spaces, the only difference being

replacement of inner (quasi) norm Lq by L∞ norm and integration interval or the

interval by which the supremum is taken. We also constantly use in arguments

an obvious fact that the weighted Hardy spaces Ap,∞
α contain F p,∞,α classes in
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the polydisc and the easily visible modification of this fact when we replace the

integration interval or the interval by which the supremum is taken.

Namely, we look for estimates on the rate of growth of a function g which rep-

resents a coefficient multiplier into the above described space. Again proofs are

parallel to the one presented in the proof of Theorem 1.

We again assume that g =


k∈Zn
+
ckz

k is analytic in polydisc, by an estimate of

the rate of growth of g we mean the following:

(26) sup
r∈In

Mp(Dmg, r)(1− r)τ <∞, p, τ ∈ (0,∞).

and

(27) sup
r∈I

Mp(Dmg, r)(1− r)τ <∞, p, τ ∈ (0,∞).

Note it is obvious if the first condition holds then the second one also holds with

otherτ namely with nτ. The condition (26) (or) and the one after it is typical and

often a necessary condition for {ck}k∈Zn
+

to be a multiplier in many, many cases

(not only for this paper) and in that case τ depends on parameters involved and

can be explicitly specified for each pair of spaces separately using Lemma 3. We

provide below several new results for spaces we study in this note. Note all these

results here and below are new even in one dimensional case of unit disk.

Proposition 1. Assume 0 < v < ∞ and 0 < p < ∞. If a sequence {ck}k∈Zn
+

is a

multiplier from Hv to T p,∞,γ , then the function g =


k∈Zn
+
ckz

k satisfies condition

(27) with τ = (m + 1− 1/v)n + γ, τ1 = (m + 1− 1/v)n, τ1 > 0.

Assume 0 < s < ∞, 0 < p < ∞, 0 < q < ∞. If a sequence {ck}k∈Zn
+

is a

multiplier from F s,q
α to T p,∞,γ , then the function g =



k∈Zn
+
ckz

k satisfies condition

(27) with τ = (m + 1− 1/s− α)n + γ, τ1 = (m + 1− 1/s− α)n, τ1 > 0.
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Assume 0 < s < ∞, 0 < p < ∞, 0 < q < ∞. If a sequence {ck}k∈Zn+ is a

multiplier from As,q
α to T p,∞,γ , then the function g =


k∈Zn+

ckz
k satisfies condition

(27) with τ = (m + 1− 1/s− α)n + γ, τ1 = (m + 1− 1/s− α)n, τ1 > 0.

We provide the proof of only one assertion the rest is similar and we leave that

to reader.

Proof. Assume {ck}k∈Zn+ ∈MT (F s,q
α (Dn), T p,∞,γ(Dn)) . An application of the closed

graph theorem gives McfTp,∞,γ ≤ CfF s,qα . Let w ∈ Dn and set fw(z) =

1
1−wzm+1 , gw = Mcfw. Then we have

Dmgw = DmMcfw = McD
mfw = CMc

1
(1− wz)m+1

which, together with the estimate from Lemma 3, gives

(28) DmgwTp,∞,γ ≤ C


1

(1− wz)m+1


F s,qα

≤ C

(1− |w|)m−α−1/s+1
.

From here we get what we need. 

The analogue of the assertion we just proved for M - type spaces is the following.

Proposition 2. Assume 0 < v < ∞ and 0 < p < ∞. If a sequence {ck}k∈Zn+ is a

multiplier from Hv to Mp,∞,γ , then the function g =


k∈Zn+
ckz

k satisfies condition

(26) with τ = m + 1 + γ − 1/v, τ1 = m + 1− 1/v, τ1 > 0.

Assume 0 < s < ∞, 0 < p < ∞, 0 < q < ∞. If a sequence {ck}k∈Zn+ is a mul-

tiplier from F s,q
α to Mp,∞,γ , then the function g =


k∈Zn+

ckz
k satisfies condition

(26) with τ = m + 1 + γ − 1/s− α, τ1 = m + 1− 1/s− α, τ1 > 0.

Assume 0 < s < ∞, 0 < p < ∞, 0 < q < ∞. If a sequence {ck}k∈Zn+ is a mul-

tiplier from As,q
α to Mp,∞,γ , then the function g =


k∈Zn+

ckz
k satisfies condition

(26) with τ = m + 1 + γ − 1/s− α, τ1 = m + 1− 1/s− α, τ1 > 0.

We provide the proof of only one assertion the rest is similar and we leave that

to reader.
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Proof. Assume {ck}k∈Zn+ ∈ MT (F s,q
α (Dn),Mp,∞,γ(Dn)). An application of the

closed graph theorem gives McfMp,∞,γ ≤ CfF s,qα . Let w ∈ Dn and set fw(z) =

1
1−wz , gw = Mcfw. Then we have

Dmgw = DmMcfw = McD
mfw = CMc

1
(1− wz)m+1

,

which, together with the estimate from Lemma 3, gives

(29) DmgwMp,∞γ ≤ C


1

(1− wz)m+1


F s,qα

≤ C

(1− |w|)m−α−1/s+1
.

From here we get what we need. 

In next assertions we consider remaining ”limit” cases of M∞,p,γ , T∞,p,γ spaces.

If the T∞,p,γ quazinorm of DmgR, R ∈ (0, 1) is less or equal to C
(1−R)τ for constant

C then we say that g function satisfies condition (A), if the M∞,p,γ quazinorm of

DmgR, R ∈ (0, 1) is less or equal to C
(1−R)τ for constant C, R ∈ In, then we say

that g function satisfies condition (B).

Proposition 3. Assume 0 < v <∞ and 0 < p < ∞. If a sequence {ck}k∈Zn+ is a

multiplier from Hv to T∞,p,γ , then the function g =


k∈Zn+
ckz

k satisfies condition

(A) with τ = (m + 1− 1/v)n, τ > 0.

Proposition 4. Assume 0 < s < ∞, 0 < p < ∞, 0 < q < ∞. If a sequence

{ck}k∈Zn+ is a multiplier from F s,q
α to T∞,p,γ , then the function g =


k∈Zn+

ckz
k

satisfies condition (A) with τ = (m + 1− 1/s− α)n, τ > 0.

Proposition 5. Assume 0 < s < ∞, 0 < p < ∞, 0 < q < ∞. If a sequence

{ck}k∈Zn+ is a multiplier from As,q
α to T∞,p,γ , then the function g =


k∈Zn+

ckz
k

satisfies condition (A) with τ = (m + 1− 1/s− α)n, τ > 0.

We formulate three more propositions and then provide proofs.
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Proposition 6. Assume 0 < v < ∞ and 0 < p < ∞. If a sequence {ck}k∈Zn+ is a

multiplier from Hv to M∞,p,γ , then the function g =


k∈Zn+
ckz

k satisfies condition

(B) with τ = (m + 1− 1/v) + γ, τ > 0.

Proposition 7. Assume 0 < s < ∞, 0 < p < ∞, 0 < q < ∞. If a sequence

{ck}k∈Zn+ is a multiplier from F s,q
α to M∞,p,γ , then the function g =


k∈Zn+

ckz
k

satisfies condition (B) with τ = (m + 1− 1/s− α) + γ, τ > 0.

Proposition 8. Assume 0 < s < ∞, 0 < p < ∞, 0 < q < ∞. If a sequence

{ck}k∈Zn+ is a multiplier from As,q
α to M∞,p,γ , then the function g =


k∈Zn+

ckz
k

satisfies condition (B) with τ = (m + 1− 1/s− α) + γ, τ > 0.

Proofs of assertions of this and previous propositions are similar hence we restrict

ourselves to the proof of last proposition considering as example only one case here.

We consider only one case since proofs of other cases are similar.

Proof. Assume {ck}k∈Zn+ ∈MT (F s,q
α (Dn),M∞,p,γ(Dn)). An application of the closed

graph theorem gives McfM∞,p,γ ≤ CfF s,qα . Let w ∈ Dn and set fw(z) = 1
1−wz ,

gw = Mcfw. Then we have

Dmgw = DmMcfw = McD
mfw = CMc

1
(1− wz)m+1

,

which, together with the third estimate from Lemma 3, gives

(30) DmgwM∞,p,γ ≤ C


1

(1− wz)m+1


F s,qα

≤ C

(1− |w|)m−α−1/s+1
.

The rest is clear. 

Proofs of all other cases are similarly into these F p,∞,s and F∞,p,s we leave this

to readers. Note all these results are new even in one dimensional case of unit disk.

The following theorem on multipliers is sharp and it is taken from our previous

paper [17] and concerns again analytic F p,q
α type spaces in polydisk (for finite p, q).
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We include it for completness of our exposition and for further use, since the suffi-

ciency part leads to some new assertions concerning analytic T p,q
α and Mp,q

α Lizorkin

- Triebel type spaces which we introduced above. To add using this theorem below

various new results on M and T - type analytic spaces on subframe and expanded

disk which we defined above we have to repeat arguments of this theorem using at

very last step various embeddings connecting ”standard” Bergman- type spaces on

polydisk with Bergman - type spaces on subframe and expanded disk(see [19], [20]

and see also end of paper).

Theorem 1. Let g ∈ H(Dn), g(z) =


k∈Zn
+
ckz

k. Assume t
2 ≤ s ≤ t < ∞,

0 < p, q ≤ 1, 0 < max(p, q) ≤ s ≤ 1, t(α + 1
p ) < 2, m ∈ N and m > 2

t − 1.

1o {ck}k∈Zn
+
∈MT (F p,q

α (Dn), At,s
β (Dn)) if and only if

(31) sup
r∈In

Mt(Dmg, r)(1− r)m+1− 1p +β−α <∞.

2o {ck}k∈Zn
+
∈MT (Ap,q

α (Dn), At,s
β (Dn)) if and only if

(32) sup
r∈In

Mt(Dmg, r)(1− r)m+1− 1p +β−α <∞.

We can remark that the above mentioned embedding Ap,q
α → F p,q

α , p ≥ q (which

follows from Minkowski’s inequality) allows us to deduce sufficiency of condition

(32) from part 1o of the above theorem under additional condition p ≥ q. However,

this additional condition can be dropped with help of the second part of Lemma 2.

Hence we will omit the complete proof of second part providing only the complete

sketches of it.

Proof. 1o We are interested only on sufficiency part. The other part almost repeats

arguments we had above. Hence we will omit it. Assume (31) holds and choose

f ∈ F p,q
α (Dn). Set h = Mcf and choose η ∈ Tn, r ∈ In. Then we have, using
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Lemma 1:

(33) h(r2η) =


Tn

f(rηt)g(rt)dt

=


Tn

Dmg(Rξ)f(rηξ)
 r1

0

· · ·
 rn

0

n


j=1

(r2
j −R2

j )
m−1R1 . . . RndRdξ.

The last expression can be transformed by a change of variables R = rρ and we

obtain an estimate

(34) |h(r2η)| ≤ C



Dn

|(Dmg)(rρξ)f(rρηξ)|
n



j=1

(1− ρ2
j )

m−1dρdξ

= C



Dn

|(Dmg)(rρξ)f(rρηξ)|
n



j=1

(1− ρ2
j )

m−1dρdξ.

Now we apply Lemma 7 to an analytic function Dmg(rz)f(rηz) and obtain

|h(r2η)|t ≤ C



Dn

|(Dmg)(rρξ)|t|f(rρηξ)|t
n



j=1

(1− ρ2
j )

t(m+1)−2dρdξ.(35)

Next we integrate over η ∈ Tn. This yields, taking into account (31):

(36)


Tn

|h(r2η)|tdη ≤ C



Tn



In



Tn

|(Dmg)(rρξ)|t|f(rρηξ)|t(1− ρ2)t(m+1)−2dρdξdη

= C



Tn



In

|(Dmg)(rρξ)|tM t
t (f, rρ)(1− ρ2)t(m+1)−2dρdξ

≤ C



Tn



In

M t
t (f, rρ)(1− rρ)−t(m+1−α+β−1/p)(1− ρ2)t(m+1)−2dρdξ

≤ C



Tn



In

M t
t (f, rρ)(1− rρ)t(α−β+1/p)−2dρdξ, t(m + 1) > 2

≤ C



Dn

|f(rw)|t(1− r|w|)t(α−β+1/p)−2dV (w).

Now we apply Lemma 7 with v = s/t and with (1− r|w|)q instead of (1− |w|)q

where q = t( 1
p − β + α)− 2 (see comments after Lemma 7). This gives

(37) Ms
t (h, r2) ≤ C



Dn

|f(rw)|s(1− r|w|)s(α−β+1/p)−2s/t(1− |w|)2s/t−2dV (w).
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Next we integrate both sides over r ∈ In. This gives

hs
At,sβ

=


In
Ms

t (h,R)(1−R)βs−1dR

≤ C



In
(1−R)βs−1



Dn
|f(Rw)|s (1− |w|)2s/t−2

(1−R|w|)−s(α−β+1/p)+2s/t
dV (w)dR

≤ C



In
(1−R)βs−1



In



Tn
|f(rRξ)|s (1− |w|)2s/t−2

(1−R|w|)−s(α−β+1/p)+2s/t
drdRdξ

= C



In



In
Ms

s (f, rR)(1−R)βs−1 (1− |w|)2s/t−2

(1−R|w|)−s(α−β+1/p)+2s/t
drdR

≤ C



In
(1− r)2s/t−2Ms

s (f, r)


In

(1−R)βs−1

(1− rR)s(β−α−1/p)+2s/t
dRdr

≤ C



In
Ms

s (f, r)(1− r)s(α+1/p)−2dr.

At the last the assumption t(α + 1/p) > 2 allowed us to use the following well

known estimate:

 1

0

(1−R)α

(1−Rr)λ
dR ≤ C(1− r)α+1−λ, 0 ≤ r < 1,

valid for α > −1 and λ > α + 1. Finally, Lemma 2, specifically embedding (8),

allows us to conclude that hAt,sβ ≤ CfFp,qα
.

The proof of sufficiency in the Ap,q
α case goes along the same lines, the only

difference being use of embedding (9) instead of (8) at the last step. 

We remark that the above theorem was announced in [17] without proof.

We add new results on multipliers of analytic T p,q
α and Mp,q

α type spaces on

subframe and expanded disk which were defined by us above. We note there is no

sharp result in this list below. Nevertheless these assertions are new even in case of

unit disk and these assertions complete the picture related with this problem from

our point of view. To get proofs of these assertions for T p,q
α type classes we have to

repeat arguments used above in proofs of previous assertions in combination with
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the following estimate which can be found in [20].

 n


k=1

(1−Rrk)−α(1−R)τdR ≤ C
n



k=1

(1− rk)−α+ 1
n + τ

n ,

where for all k, rk ∈ (0, 1), k = 1, . . . , n. We note here the same estimate (with

modulus ) is true if we replace rk by zk, zk ∈ C for all k = 1, . . . , n where τ > −1

and α > 1
n + τ

n . Note as a corollary of this estimate we have the spaces of multipliers

of classes on subframe contain the dimension n in all cases we consider below. This

differs with what we had above in same situation.

Proposition 9. Assume m > −1−α/n+1/q. If a sequence {ck}k∈Zn
+

is a multiplier

from T q,s
α to F p,∞,r, then the function g =



k∈Zn
+
ckz

k satisfies condition (26) with

τ = m + 1 + r + α/n− 1/q, p, q, s ∈ (0,∞).

Assume m > −1 − α/n + 1/q. If a sequence {ck}k∈Zn
+

is a multiplier from T q,s
α

to A∞,∞
r , then the function g =



k∈Zn
+
ckz

k satisfies condition (26) with τ =

m + 1 + r + α/n− 1/q, p =∞, q, s ∈ (0,∞).

Assume m > −1 − α/n + 1/q. If a sequence {ck}k∈Zn
+

is a multiplier from T q,s
α

to Ap,∞
r , then the function g =



k∈Zn
+
ckz

k satisfies condition (26) with τ = m +

1 + r + α/n− 1/q, p, q, s ∈ (0,∞).

Proposition 10. Assume m > −1 − α/n. If a sequence {ck}k∈Zn
+

is a multiplier

from T∞,s,α to F p,∞,r, then the function g =


k∈Zn
+
ckz

k satisfies condition (26)

with τ = m + 1 + r + α/n, p, s ∈ (0,∞).

Assume m > −1−α/n+1/q. If a sequence {ck}k∈Zn
+

is a multiplier from T∞,s,α

to A∞,∞
r , then the function g =



k∈Zn
+
ckz

k satisfies condition (26) with τ =

m + 1 + r + α/n, p =∞, q, s ∈ (0,∞).

Assume m > −1−α/n+1/q. If a sequence {ck}k∈Zn
+

is a multiplier from T∞,s,α

to Ap,∞
r , then the function g =



k∈Zn
+
ckz

k satisfies condition (26) with τ = m +

1 + r + α/n, p, q, s ∈ (0,∞).
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Proposition 11. Assume m > −1−α/n+1/q. If a sequence {ck}k∈Zn
+

is a multi-

plier from T q,∞,α to F p,∞,r, then the function g =


k∈Zn
+
ckz

k satisfies condition

(26) with τ = m + 1 + r + α/n− 1/q, p, q, s ∈ (0,∞).

Assume m > −1−α/n+1/q. If a sequence {ck}k∈Zn
+

is a multiplier from T q,∞,α

to A∞,∞
r , then the function g =



k∈Zn
+
ckz

k satisfies condition (26) with τ =

m + 1 + r + α/n− 1/q, p = ∞, q, s ∈ (0,∞).

Assume m > −1−α/n+1/q. If a sequence {ck}k∈Zn
+

is a multiplier from T q,∞,α

to Ap,∞
r , then the function g =



k∈Zn
+
ckz

k satisfies condition (26) with τ = m +

1 + r + α/n− 1/q, p, q, s ∈ (0,∞).

Similarly we can find necessary conditions if a sequence {ck}k∈Zn
+

is a multiplier

from T r,s
α to A∞,p

s , from T p,s
α to H∞, from T p,s

α to Bl, T r,s
α to Aq,p

β , T r,s
α to F q,p

β ,

the last two cases have similarities with the theorem we proved above, so we refer

the reader also to that theorem, the Bl is a Bloch space (see, for example, [1], [5]).

It is another problem to consider multipliers into T type spaces. To get necessary

conditions on multipliers from F p,q
α or Ap,q

α to T r,s
β , s ≤ r we have to repeat the

related implication in simple proof of theorem we provided above a little using

estimates for fR function from lemma above and also the following probably known

assertion supr∈IMs(f, r)(1− r)β < ∞ if f ∈ T r,s
β , s ≤ r, with related estimate for

quazinorms, see [20]. We leave this procedure to readers.

We find finally some new (even for case of unit disk) estimates for spaces of

multipliers of analytic mixed norm Mp,q type classes which is one of the main topic

of this paper, including limit cases. These results can be formulated as follows.

Note we should repeat arguments we used above several times in combination with

the estimate in lemma above for fR function in M∞,s,α, Mq,∞,α, Mq,s
α classes. We

have the following assertions.
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Proposition 12. If a sequence {ck}k∈Zn
+

is a multiplier from Ms,q
α to F p,∞,r, then

the function g =


k∈Zn
+
ckz

k satisfies condition (26) with Ri = R, τ = (m − α +

1)n− 1/s + r,τ > 0, s, q, p ∈ (0,∞).

If a sequence {ck}k∈Zn
+

is a multiplier from Ms,q
α to A∞,∞

r , then the function

g =


k∈Zn
+
ckz

k satisfies condition (26) with Ri = R, τ = (m− α + 1)n− 1/s + r,

p = ∞, τ > 0, s, q ∈ (0,∞).

If a sequence {ck}k∈Zn
+

is a multiplier from Ms,q
α to Ap,∞

r , then the function

g =


k∈Zn
+
ckz

k satisfies condition (26) with Ri = R, τ = (m−α+1)n−1/s+r,τ >

0, s, q, p ∈ (0,∞).

Proposition 13. If a sequence {ck}k∈Zn
+

is a multiplier from M∞,q,α to F p,∞,r,

then the function g =


k∈Zn
+
ckz

k satisfies condition (26) with Ri = R, τ = (m−

α + 1)n + r, τ > 0, p, q, r ∈ (0,∞).

If a sequence {ck}k∈Zn
+

is a multiplier from M∞,q,α to A∞,∞
r , then the function

g =


k∈Zn
+
ckz

k satisfies condition (26) with Ri = R, τ = (m−α+1)n+r, p = ∞,

τ > 0, q, r ∈ (0,∞).

If a sequence {ck}k∈Zn
+

is a multiplier from M∞,q,α to Ap,∞
r , then the function

g =


k∈Zn
+
ckz

k satisfies condition (26) with Ri = R, τ = (m − α + 1)n + r,

τ > 0, p, q, r ∈ (0,∞).

Proposition 14. If a sequence {ck}k∈Zn
+

is a multiplier from Ms,∞,α to F p,∞,r,

then the function g =


k∈Zn
+
ckz

k satisfies condition (26) with Ri = R, τ = (m−

α + 1)n− 1/s + r, τ > 0, s, p, r ∈ (0,∞).

If a sequence {ck}k∈Zn
+

is a multiplier from Ms,∞,α to A∞,∞
r , then the function

g =


k∈Zn
+
ckz

k satisfies condition (26) with Ri = R, τ = (m− α + 1)n− 1/s + r,

p = ∞, τ > 0, s, r ∈ (0,∞).
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If a sequence {ck}k∈Zn
+

is a multiplier from Ms,∞,α to Ap,∞
r , then the function

g =


k∈Zn
+
ckz

k satisfies condition (26) with Ri = R, τ = (m− α + 1)n− 1/s + r,

τ > 0, s, p, r ∈ (0,∞).

We add more remarks for that case where q and s are finite in assertion above.

Note similarly we can find necessary conditions if a sequence {ck}k∈Zn
+

is a multiplier

from Mr,s
α to A∞,p

s , from Mp,s
α to H∞, from Mp,s

α to Bl, Mr,s
α to Aq,p

β Mr,s
α to

F q,p
β , the last two cases have similarities with the theorem we proved above, so we

refer the reader also to that theorem. It is anther problem to find conditions for

multipliers acting into M type spaces in expanded disk. To get necessary conditions

for example on multipliers from F p,q
α or Ap,q

α to Mr,s
β , s ≤ r we have to repeat the

related implication in simple proof of theorem we provided above using also the

following assertion supr∈IMs(f, r, . . . , r)(1 − r)τ < ∞ if f ∈ Mr,s
β , s ≤ r with

related estimates for quazinorms for some τ and β. This follows immediately from

a nice embedding which connects classical Bergman Ap
α spaces in the unit disk

with Mp,q
α classes, see [19], [20]. We leave this procedure to readers. The cases with

infinite indexes can be considered similarly.

3. On coefficient multipliers of analytic V p,s
α,1 , V

p,s
α,2 and V p,s

α,3 Besov -

type spaces in the unit polydisc

We apply our previous result from [19], [20] on analytic spaces related to Rs

differential operator to study certain new spaces of coefficient multipliers of new

analytic Besov type spaces V p,q
α,1 , V

p,q
α,2 and V p,q

α,3 closely related to the same Rs

differential operator in the unit polydisc with some restriction on parameters (see

[19], [20]). Our results extend some previously known assertions on coefficient

multipliers of classical analytic Bergman Ap
α and analytic weighted Hardy Hp

α type

spaces in the unit disk. Moreover some results are new even in onedimensional case

of unit disk.
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Namely the goal of this section is to continue the interesting investigation of

some new analytic Besov - type spaces in polydisk, subframe and expanded disk

which was started before in [19], [20] related with so-called Rs differential operator.

We denote the expanded disk by

Dn
∗ = {z = (r1ξ, . . . , rnξ) ∈ Dn : ξ ∈ T, rj ∈ (0, 1), j = 1, . . . , n},

and the subframe by

Dn = {z ∈ Dn : |zj | = r, r ∈ (0, 1], j = 1, . . . , n}.

For αj > −1, j = 1, . . . , n 0 < p < ∞, recall that the weighted Bergman

space Ap−→α (Dn) consists of all holomorphic functions on the polydisk satisfying the

condition

fp
Ap−→α

=


Dn
|f(z)|p

n


i=1

(1− |zi|2)αidV (z) <∞.

For αj > −1, j = 1, . . . , n, p ∈ (0,∞], the Bergman class on expanded disk is

defined by

Ap−→α (Dn
∗ ) = {f ∈ H(Dn) : fp

Ap−→α (Dn∗ )
=

 1

0

· · ·
 1

0



T
|f(z)|p

n


j=1

(1−|zj |2)αjd|zj |dξ <∞},

and similarly the Bergman class on subframe denoted by Ap
α( Dn), is defined by

Ap
α( Dn) = {f ∈ H(Dn) : fp

Apα( Dn)
=



Dn

 1

0

|f(z)|p(1− |z|2)αdV (z)d|z| <∞},

where p ∈ (0,∞), α > −1.

In this paper we are interested with spaces of coefficient multipliers of V p,q
α,1 , V

p,q
α,2

and V p,q
α,3 spaces. We provide a general approach to deal with problem of multipliers

on such spaces based heavily on our previous results from [19], [20]. Note again

the topic of multipliers in analytic spaces in higher dimension is relatively new and

only several papers are devoted to this field of research. We mention again here

related to this topic recent papers of author [16], [17] on multipliers of Lizorkin -

Treiebl F p,q
α type spaces (including limit p =∞ and q =∞ cases).
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These V p,q
α,1 , V

p,q
α,2 and V p,q

α,3 analytic Besov classes which we define in this note

serve as natural extension of the classical Hardy and Bergman spaces in the unit

polydisc simultaneously.

See also [7], [19], [20] for some other properties of these new analytic Besov V p,q
α,1 ,

V p,q
α,2 and V p,q

α,3 type spaces related to Rs differential operator on the unit polydisc

and related spaces in the unit disk or subframe and expanded disk. Below we list

notations and definitions which are needed and in this section we formulate and

prove some of main results of this note.

Probably for the first time in literature this Rs type differential operators ap-

peared in a paper of Lizorkin - Guliev [7] as natural extensions of one dimensional

Besov spaces to higher dimension. Later in [19] and [20] it was shown that such

Besov type analytic spaces in higher dimension are closely related to analytic spaces

on subframe, but not in polydisk. This paper can be seen as continuation of [19],

[20] and here we provide applications of some basic results from [19], [20] related

with estimates of products of onedimensional Bergman kernels.

We define now one of the main objects of this paper. First if f is an holomorphic

with ak Taylor coefficients then Rsf is the same holomorphic function, but with

(k1 + . . .+ kn + 1)sak Taylor coefficients, where s is a real number. It can be easily

checked that the last function is an analytic function. For unit disk case (n = 1) this

operator (the fractional derivative of f function) is very well studied from various

points of views by big amount of authors during last several decades. Taking

products of onedimensional (k + 1)s or the same expression via so-called gamma

function some authors defined the fractional derivative of an analytic function in

polydisk otherwise, see [5]. These two types of fractional derivatives in polydisk

are connected. Their connection and properties were given in [20] (see also various

references there). We define below various spaces of analytic functions in polydisk,

we note each time we can add an additional condition on each such X analytic
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space (with zero smoothness), we will simply write RsX meaning spaces with Rsf

functions, where s is a fixed real number. To define analytic V p,s
α,1 , V

p,s
α,2 and V p,s

α,3

Besov - type spaces in the unit polydisc we have to note the first space is the

Bergman - type spaceRsAp
α(Dn) in the polydisk. The other two spaces are the same

spaces but on subframe and expanded disk. This means the change of integration

interval in quazinorm of classical Bergman - type space Ap
α(Dn) in polydisk first

In to I, then Tn to T. These last new Besov - type spaces V p,s
α,1 , V

p,s
α,2 and V p,s

α,3

and their spaces of coefficient multipliers will be under attention in this paper. We

restrict ourselves in this paper only to those values of s which are positive.

Lemma 8. Let w = |w|ξ, w, z ∈ Dn, 1−wz =
n

k=1(1−wkzk), s ∈ N∪{0}, β > 0,

p ∈ (0,∞). Then we have



Tn

Rs 1
(1− ξ|w|z)β


p

dξ ≤ C


αj≥0,


αj=s


n

k=1

1
(1− |wk||zk|)p(αk+β)−1


,

p > 1
mink αk+β .

Corollary 1. Let 0 < p <∞, s ∈ N ∪ {0}, l ∈ (0,∞), γ > 1
p + l, w ∈ Dn. Then



Dn

Rs 1
(1− wz)γ


p

(1− |z|)pl−1dV (z) ≤


αj≥0,


αj=s

n

k=1

C

(1− |wk|)(αk+γ)p−pl−1
.

Proofs of Lemma 8 and Corollary 1 can be seen in [20].

The following four estimates are very important for this paper and they are

heavily based on results from [19], [20] and they open ways for estimates of classi-

cal Bergman kernel in Besov type new analytic classes we introduced above. The

first two estimates follow as direct corollaries of delicate estimates of Rs differen-

tial operator applied to standard n-products of onedimensional Bergman kernel in

classical Hardy Hp and Bergman Ap
α classes in polydisk, which we already provided

above, see [19], [20]. Note then in the second pair of estimates below we solve the

same problem, but in Bergman classes in expanded disk or subframe.
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Lemma 9. Let 0 < p, s <∞ and set

(38) fR(z) =
1

(1−Rz)β+1
, β > −1, R ∈ I, z ∈ Dn.

Then we have the following (quasi) norm estimates:

fRV p,sα,1 (Dn) ≤
C

(1−R)n(β+1)−αn−n/p+s
, β > α + 1/p− 1,(39)

fRRsHp(Dn) ≤
C

(1−R)n(β+1)−n/p+s
, β > 1/p− 1.(40)

Lemma 10. Let 0 < p, s <∞ and set

(41) fR(z) =
1

(1−Rz)β+1
, β > −1, R ∈ I, z ∈ Dn.

Then we have the following (quasi) norm estimates:

fRV p,sα,2 (Dn) ≤
C

(1−R)n(β+1)−α−n/p+s
, β > α/n− 1 + 1/p,(42)

fRV p,s0,3 (Dn) ≤
C

(1−R)n(β+1)−αn+s−1/p
, β > α− 1 +

1
np

.(43)

As corollaries of these results we can immediately formulate our first results on

coefficient multipliers of analytic Besov - type V spaces which we study in this

paper.

Proposition 15. If a sequence {ck}k∈Zn+ is a multiplier from F p,q
α to V r,s

γ,1 , then the

function g =


k∈Zn+ ckz
k satisfies condition Mr(DβRsg, ρ)(1 − ρ)γ+β−α−1/p+1 <

∞, where β > α + 1/p− 1, p, q, r ∈ (0,∞).

If a sequence {ck}k∈Zn+ is a multiplier from Ap,q
α to V r,s

γ,1 , then the function g =


k∈Zn+ ckz
k satisfies condition Mr(DβRsg, ρ)(1− ρ)γ+β−α−1/p+1 <∞, where β >

α + 1/p− 1, p, q, r ∈ (0,∞).

If a sequence {ck}k∈Zn+ is a multiplier from Hp to V r,s
γ,1 , then the function g =



k∈Zn+ ckz
k satisfies condition Mr(DβRsg, ρ)(1 − ρ)γ+β−1/p+1 < ∞, where β >

1/p− 1, p, r ∈ (0,∞).
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Proposition 16. If a sequence {ck}k∈Zn
+

is a multiplier from V r,s
l,1 to Ap,q

α , then the

function g =


k∈Zn
+
ckz

k satisfies condition Mr
p (Dβg, ρ)(1−ρ)rα+((β+1)r−rl−1)n+sr <

∞, where β > l + 1/r − 1, p, q, r ∈ (0,∞).

If a sequence {ck}k∈Zn
+

is a multiplier from V r,s
l,1 to F p,q

α , then the function g =


k∈Zn
+
ckz

k satisfies condition Mr
p (Dβg, ρ)(1− ρ)rα+((β+1)r−rl−1)n+sr <∞, where

β > l + 1/r − 1, p, q, r ∈ (0,∞).

If a sequence {ck}k∈Zn
+

is a multiplier from V r,s
l,1 to Hp, then the function g =



k∈Zn
+
ckz

k satisfies condition Mr
p (Dβg, ρ)(1 − ρ)((β+1)r−rl−1)n+sr < ∞, where

β > l + 1/r − 1, p, r ∈ (0,∞).

Similar assertions are true by same arguments using Lemma 10 for V p,s
α,2 (Dn) and

V p,s
α,3 (Dn) type spaces. We leave this rather simple procedure to readers.

Proposition 17. If a sequence {ck}k∈Zn
+

is a multiplier from RsHr to Ap,∞
α , then

the function g =


k∈Zn
+
ckz

k satisfies condition Mr
p (Dβg, ρ)(1−ρ)rα+((β+1)r−1)n+sr <

∞, where β > 1/r − 1, r, p ∈ (0,∞).

If a sequence {ck}k∈Zn
+

is a multiplier from RsHr to F p,∞,α, then the function

g =


k∈Zn
+
ckz

k satisfies condition Mr
p (Dβg, ρ)(1−ρ)rα+((β+1)r−1)n+sr <∞, where

β > 1/r − 1, r, p ∈ (0,∞).

If a sequence {ck}k∈Zn
+

is a multiplier from RsHr to A∞,p
α , then the function

g =


k∈Zn
+
ckz

k satisfies condition Mr
p (Dβg, ρ)(1−ρ)rα+((β+1)r−1)n+sr <∞, where

β > 1/r − 1, r, p ∈ (0,∞).

We can collect information about multipliers of analytic spaces based on Rs

operator from these estimates from [19], [20], which relate with classes with zero

smoothness and spaces with more usual Ds differential operator.
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Theorem 2. (i) Let 0 < p <∞, α > −1, s ∈ N, f ∈ H(Dn). If γ > α+2
p − 1, for

p ≤ 1 and γ > α+1
p + 1

n


1− 1

p


for p > 1, v = sp + αn− γpn + n− 1, then



Dn
|Dγf(z)|p (1− |z|2)αdV (z) ≤ C

 1

0



Tn
|Rsf(w)|p (1− |w|2)vdξd|w|,

where w = |w|ξ.

(ii) Let 0 < q <∞, α ≥ 0, s ∈ N, 1 < p <∞, f ∈ H(Dn). Then



Tn

 1

0

(1− |z|)α|f(z)|p|z|spd|z|
q/p

dξ ≤ C



Tn

 1

0

|Rsf(uξ)|p (1− u)sp+αdu

q/p

dξ.

(iii) Let 0 < q <∞, α ≥ 0, s ∈ N, 1 < p <∞, γ ∈

−1
p , 1

p


, 1

p + 1
p = 1, f ∈

H(Dn). Then



Tn

 1

0

(1− r)γ |f(rξ)|prpdr
q/p

dξ ≤ C



Tn

 1

0

|Rsf(rξ)|p (1− r)sp+γdr

q/p

dξ.

We can also easily collect information about multipliers of Bergman spaces on

subframe and expanded disk from information about multipliers of Bergman spaces

in polydisk using the following estimates from [19], [20].

Theorem 3. (i) Let 0 < p <∞, α > −1, n ∈ N, f ∈ H(Dn). Then

 1

0



Tn
|f(z)|p (1− |z|2)αdξd|z| ≤ C



Dn
|f(z)|p

n

k=1

(1− |zk|2)αn−1+ 1
n dV (z).

(ii) Let 0 < p <∞, αj > −1, j = 1, . . . , n, n ∈ N, f ∈ H(Dn). Then



T



[0,1]n
|f(|z1|ξ, . . . |zn|ξ)|p

n

k=1

(1− |zk|)αk+
n−1
n d|z1| · · · d|zn|dξ

≤ C



Dn
|f(z)|p

n

k=1

(1− |zk|2)αkdV (z).
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[19] R. Shamoyan, O. Mihić, Analytic classes on subframe and expanded disk and the Rs differ-

ential operator in polydisk, Journal of Inequalities and Applications, Volume 2009, Article

ID 353801, 22 pages, doi:10.1155/2009/353801.

[20] R. F. Shamoyan, S. Li, On some properties of a differential operator in the polydisc, Banach

Journal of Mathematical Analysis, v.3, (2009), 68-84.

[21] S. V. Shvedenko, Hardy classes and related spaces of analytic functions in the unit disc,

polydisc and ball, in Russian, Itogi nauki i tekhniki, VINITI, Ser. matematicheski analiz,

Vol. 23, (1985), 2-124.

[22] R. M. Trigub, Multipliers of the Hp(Dm) class for p ∈ (0, 1), approximation properties of

summability methods for power series, in Russian, Doklady. RAN, Vol. 335, (1994), No. 6,

697-699.

[23] H. Triebel, Theory of Function Spaces, Springer- Birkhauser, 1983.

Bryansk University, Bryansk Russia

E-mail address: rshamoyan@gmail.com

Fakultet organizacionih nauka, Jove Ilića 154, Belgrade, Serbia
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