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Summary. Copper is a noble metal and has unique properties, due to which it is widely used in scientific research, industrial production and, more recently, in the problems of biomedicine. Using the molecular dynamics method, a series of calculations was performed to determine the lattice thermophysical properties of copper in a wide temperature range of 300K ≤ T ≤ 5800K. In the calculations, special attention is paid to the melting-crystallization and near-critical regions, in which cardinal changes in the thermophysical properties of the substance occur. The temperature dependences of the specific heat $C_p(T)$, thermal conductivity $\kappa(T)$, and density $\rho(T)$ were among the studied characteristics of the phonon subsystem of Cu. Molecular - dynamic modeling was carried out using the potential of the embedded atom method (EAM). A comparison of the results with the results of experiments and alternative calculations showed a good agreement. The obtained calculation results were approximated by polynomials of low degrees.

1 INTRODUCTION

Copper, a noble metal, occupies an important place among metals in importance and prevalence in many branches of scientific research and innovative technological applications [1-5]. Such a relatively new, rapidly developing direction is the production of metal-based nanomaterials, including copper, which attracts general attention by its wide applicability [5-8]. Due to its unique properties, copper nanoparticles have gained the possibility of being used primarily in problems of theranostics and nanomedicine [1-3, 5]. One of the rapidly developing methods for the production of nanomaterials is pulsed laser ablation of metals (PLA) [5-9]. The increasing possibilities of using PLA in the production of nanoparticles make this direction attractive for basic research, the main tool of which is mathematical modeling. Continuous, atomistic, and combined models are used for the mathematical description of fast and highly nonequilibrium processes induced by ultrashort laser pulses in the metal targets [9-15]. For continuum and combined models, the properties of the substance are input parameters. Therefore, one of the most important problems of mathematical modeling is the need to determine for each of the subsystems the thermophysical, optical, and thermodynamic characteristics in a wide temperature range - from room temperature $T_0 = 300$ K to critical $T_{cr}$.

The most important thermophysical properties characterizing heat transfer in metals are density $\rho(T)$, specific heat $C_p(T)$ and thermal conductivity $\kappa(T)$. 

2010 Mathematics Subject Classification: 82-08, 82D35, 82B27.
Key words and Phrases: Molecular Dynamics Simulation, Near-Critical Region, Copper, EAM potential.
The specific heat of metals at the temperature \( T > 300 \text{ K} \) is mainly determined by the lattice vibrations. The contribution of the electronic subsystem to the specific heat is noticeable only at a low temperature \( T < 10 \text{ K} \) [16].

Unlike specific heat, the contribution of the electronic component to the thermal conductivity of copper is significant. According to [17], the contribution of the electronic component to the total thermal conductivity is \( \approx 95\% \). Since in metals the main part of the heat flux is carried by conduction electrons, it was believed that lattice thermal conductivity does not play a significant role. Therefore, it was not necessary to separate the total thermal conductivity into electronic and phonon components.

The interest in quantifying the thermophysical characteristics of the phonon subsystem of metals was stimulated primarily by the need for a deeper understanding of the mechanisms of thermal transfer during nonequilibrium energy transfer in a number of applications, for example, [18, 19].

Due to the limited possibilities of instrumental measurement of the thermophysical characteristics of the material under study at high temperatures \( (T > T_m, \text{ where } T_m \text{ is the melting temperature}) \), computational approaches become relevant.

Significant progress, first of all, in the development of (numerical) atomic modeling methods (and computational algorithms) allows one to determine the thermophysical characteristics (phonon specific heat, phonon thermal conductivity, etc.) in a wide temperature range for most metals [20-30] and semiconductors [24, 25 , 31-34] with a sufficient degree of accuracy.

The aim of this work is to obtain lattice thermophysical characteristics \( (\rho(T), C_p(T), \kappa(T)) \) of copper in a wide temperature range \( T_0 \leq T \leq T_{cr} \) using the molecular dynamics method with the EAM potential [21].

2 METHODS AND APPROACHES

The determination of the thermophysical properties of the phonon subsystem of copper in this work is based on the atomistic approach. Atomistic models rely on the molecular dynamics (MD) method. The MD method is based on a model representation of a polyatomic molecular system in which all atoms are represented by material points, and the motion is described in the classical case by Newton’s equations. Because of this, atomistic models are a system of differential equations, the integration of which requires knowledge of the coordinates and velocities of all particles at the initial time \( t = 0 \). The resulting ODE system is solved using the Verlet finite-difference scheme [35].

When using atomistic models to study various properties of substances, the most important role is played by the choice of interaction potentials between particles, since the reliability of the results obtained directly depends on it. In molecular dynamics modeling of the properties of metals, the empirical and semi-empirical potentials of the “embedded atom method” (EAM) are mainly used as the interparticle interaction potentials [22, 23]. Since pair and collective interactions are taken into account in the EAM potentials, the potential energy of the metal is the sum of the embedding potential of the \( i \)-th atom, which depends on the effective electron density in the region where the center of the atom and the pair potential are located. However, the EAM potentials do not take into account the phonon-electron interaction, which is their drawback. The disadvantages of these potentials include a large number of fitting parameters included in them (up to two dozen). When choosing the potential
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For atomistic modeling, careful testing of the potential used is necessary, since not all the EAM potentials used allow a good description of both the crystalline and liquid phases of the metal. In this work, we used the EAM potential for copper developed and tested in [21].

Of all the thermophysical properties, the determination of phonon thermal conductivity in the framework of classical molecular dynamics occupies a special place, being a complex problem.

The direct method (DM) was chosen as an approach for determining the temperature dependence of the phonon thermal conductivity of copper using molecular dynamics (MD). This method is the most simple and economical from a computational point of view.

The direct method (DM) [24-26] is one of the most common methods for calculating thermal conductivity. DM is a nonequilibrium method of molecular dynamics (NEMD); it is based on applying a temperature gradient to the modeling cell, for which it received its name "heat source - sink". Due to this, the direct method is similar to the experimental situation. One of the advantages of DM is the saving of computing resources, which is very important, sometimes determining the choosing of the modeling method. For example, as noted in [24], for the direct method, the simulation time of 1 ns is sufficient to obtain a smooth temperature profile, and the value of $\kappa$ converges with an accuracy of $\pm 10\%$. The method demonstrates the finite-size effects, which are its drawback. These effects arise if the mean free path of phonons is comparable to the size of the simulation cell. In this regard, the necessary size of the computational domain to achieve a completely convergent value of $\kappa$ may be beyond the reach of atomistic modeling and it becomes necessary to impose a restriction on the smallest length of the computational domain. In this connection, the thermal conductivity of copper can be obtained by the direct method from modeling systems of different sizes and extrapolating the results to a system of an infinite size.

Along with classical molecular dynamics, the ab-initio approach is also used to determine the phonon thermal conductivity [17, 36]. The ab initio methods have appeared recently and are considered the most promising. They do not require specifying the interparticle potential and can be applied to any material. However, ab-initio methods have limitations associated with an increase in computational costs with an increase in model size. The use of these methods in the calculation of phonon thermal conductivity allows one to take into account the influence of both phonon-phonon (p-p) and phonon-electron (p-e) interactions, which can significantly increase the reliability of the results. However, the number of calculations of the phonon thermal conductivity of metals and, in particular, copper [17, 36], is currently relatively small. As a rule, all calculations are limited to the solid-state phase in the temperature range $T \sim (300 - 1000)$ K. There are no systematic results of experimental-theoretical studies of the properties of liquid metals in a wide temperature range (from the beginning of melting to the critical region).

The wide temperature range $300K \leq T \leq 5800K$, in which the thermophysical properties of copper are determined in this work, covers the first-order phase transition (melting-crystallization) and the near-critical region in which drastic changes in the thermophysical properties of the substance occur. Therefore, calculations of the properties of copper in this range cannot be carried out without knowledge of such important characteristics as the melting temperature $T_m$ and critical parameters: temperature $T_{cr}$, density $\rho_{cr}$, pressure $P_{cr}$.

The equilibrium melting temperature used in the calculations was obtained from molecular dynamics calculations in [27] with the EAM potential [21], which is also used in this work, by the two-phase method [28]. We used a system with an ensemble of particles of 8000 atoms.
The obtained value is \( T_m = 1330 \) K, slightly lower than the reference \( T_m = 1356 \) K [37] and experimental value \( T_m = 1357.7 \) K [38] and deviates from these values by 1.9% and 2.06%, respectively. The error is quite acceptable for modeling. In this work, the following values of the critical parameters of copper were taken: \( T_{cr} \approx 6550 \) K, \( \rho_{cr} \approx 1.895 \) g / cm\(^3\), \( P_{cr} \approx 0.16 \) GPa, obtained in [30] using the liquid – vapor coexistence curve.

The specific heat and thermal conductivity of the phonon subsystem, as well as the copper density characterizing heat transfer, were simulated in the temperature range \( 300 \leq T \leq 5800 \) K using the well-known LAMMPS application package (large-scale atomic-molecular massively parallel simulator) [39]. It implements many paired and multiparticle potentials, the ability to save atomic configurations in a text file, as well as built-in thermostats and barostats. The velocity and pressure for the ensemble of particles were controlled using the thermostat and barostat of Berendsen [40].

3 MODELING RESULTS

For convenience of further use, the calculation results are approximated by polynomials of the degree of \( m \):

\[
P_m(x) = \sum_{k=0}^{m} a_k x^k,
\]

where \( a_k \) are the polynomial coefficients.

The approximation error was calculated by the least squares criterion [41]:

\[
\Delta(P_m(t_j), y_j) = \sqrt{\frac{1}{n+1}(\sum_{j=0}^{n}(P_m(t_j) - y_j)^2)} \rightarrow \text{min},
\]

where \( y_j \) are the values of the variable from the results of calculations for \( t_j (j=0, ..., n) \).

3.1 Calculation of specific heat and density of copper

The traditional way to determine the thermophysical properties of metals is experiment. For copper, the experimental values of density [42–44] and heat capacity in the solid [45, 46] and liquid [46, 47] phases are known. The experimental approach has limitations, primarily for the temperature range. The copper density was obtained experimentally [42] in a wide temperature range of \( 300 \leq T \leq 5000 \) K, and the heat capacity of the liquid phase was obtained up to 2000K [46]. A scatter of values is also observed in various experiments, which was noted in [44].

However, when simulating the laser ablation processes, the modeling enters the higher temperature region, including the region of the critical point, so the known data becomes insufficient. In addition, for working with mathematical models, it is relevant to obtain temperature dependences in a wide range of parameters.

The temperature dependences of the density \( \rho(T) \) and specific heat \( C_p(T) \) of copper were determined from a series of molecular dynamics calculations within the framework of one computational experiment.

We used a cubic computational region of \( 30 \times 30 \times 30 \) unit cells containing an fcc crystal of 108,000 particles (fluctuations that are too large arise with smaller sizes). Periodic boundary conditions were set. The relaxation procedure preceding the simulation was carried out at a
temperature of 300 K and zero pressure. After that, the slow heating of the sample with a constant rate of approximately 0.5 K/ps continued to a temperature of 6000 K. During MD calculations, the temperature dependences were recorded: density \( \rho(T) \) and enthalpy \( H(T) \). The experiment was carried out at a constant zero pressure \( P = 0 \).

### 3.1.1 Density of copper

As a result of MD calculations in the range \( 300K < T < 5620K \), the temperature dependence of the density of copper \( \rho(T) \) was obtained, which, after additional statistical processing, is shown in Figure 1. The markers in this figure show the experimental data [42]. The vertical dashed lines indicate the melting temperature \( T_m \) [27] and the critical temperature \( T_{cr} \) [30] of copper. Figure 1 shows the changes in the density of copper at the equilibrium melting temperature \( T_m = 1330K \). The density of the copper melt is lower than the density of the crystal at the same temperature \( T_m \), i.e. copper melts with decreasing density, similar to what was observed in experiments [42, 43]. At the equilibrium melting temperature \( T_m \), the density changes abruptly. The density difference between the solid and liquid phases in the calculations is 5.2%, and in the experiment [42] - 4.4%, which shows a fairly good agreement between the results.

![Fig. 1. The temperature dependence of the density of copper. The markers show the experimental data [42].](image)

It is also noticeable that the density decreases to \( \rho(T) \approx 8 \, \text{g/cm}^3 \) upon overheating of the solid phase in the temperature range \( T_m < T < 1.2T_m \) (green dashed line in Figure 1). In the liquid phase, with increasing temperature \( T > T_m \), the copper density decreases. The results obtained show good agreement with the experimental results [42]. At \( T \approx 3000 \, \text{K} \), the density value in this work is \( \rho(T) = 6.678 \, \text{g/cm}^3 \), in the experiment \( \rho(T) = 6.675 \, \text{g/cm}^3 \) the values differ by 0.04%. At \( T \approx 5000 \, \text{K} \) in this work, \( \rho(T) = 4.956 \, \text{g/cm}^3 \), in the experiment \( \rho(T) = 5.03 \, \text{g/cm}^3 \), the difference is 1.49%. At \( T \approx 5620 \, \text{K} \), a temperature close to the critical
temperature $T_{cr} = 6550$ K [30], the density $\rho(T) = 4.207$ g/cm$^3$ was obtained. In Fig. 1, the dashed line shows the continuation of the function $\rho(T)$, which extrapolates the density of copper to the critical point. At $T_{cr} = 6550$ K, the density $\rho_{cr} \approx 1.895$ g/cm$^3$ was obtained in [30].

The results obtained in the calculations are more convenient to use as an analytical dependence of the form (1). For solid and liquid phases, dependences of the third degree are obtained

$$\rho(T) = a_0 + a_1(T - T_0) + a_2(T - T_0)^2 + a_3(T - T_0)^3$$

For the solid phase, ($300$ K $\leq$ $T$ $\leq$ $T_m$), $T_0 = 300$ K, for the liquid phase, ($T_m$ $\leq$ $T$ $\leq$ $5620$ K), $T_0 = T_m$. The values of the coefficients $a_k$ and the approximation errors by the least squares criterion (2) are presented in table 1.

<table>
<thead>
<tr>
<th>$k$</th>
<th>Solid</th>
<th>Liquid</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>8.81</td>
<td>7.89</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$-4.28 \times 10^{-4}$</td>
<td>$-7.96 \times 10^{-4}$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$-6.12 \times 10^{-8}$</td>
<td>$8.69 \times 10^{-8}$</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$-2.77 \times 10^{-11}$</td>
<td>$-2.383 \times 10^{-11}$</td>
</tr>
<tr>
<td>$\Delta(P(x_j), y_j)$</td>
<td>0.001</td>
<td>0.014</td>
</tr>
</tbody>
</table>

Table 1. The coefficients $a_k$ of the function, which approximates the calculation results of the copper density $\rho(T)$ in g/cm$^3$.

### 3.1.2 Specific heat of copper

The temperature dependence of the specific heat of the lattice $C_p(T)$ in the temperature range $300$ K $< T <$ $5800$ K at constant pressure $P$ in this work was determined from the enthalpy $H(T)$ obtained during the computational MD experiment considered above. The values of $H(T)$ were approximated for the liquid and solid phases by polynomials $\tilde{H}(T)$ (1). The temperature dependence of the specific heat $C_p(T)$ for each phase was determined by differentiating the corresponding dependence $\tilde{H}(T)$:

$$C_p(T) = \left( \frac{\partial \tilde{H}(T)}{\partial T} \right)_P$$

Fig. 2 shows the temperature dependence of the specific heat of copper $C_p(T)$ according to the results of calculations of the present work, the markers show the reference and experimental results [37, 38]. The vertical dashed lines indicate the melting temperature $T_m$ and the critical temperature $T_{cr}$ of copper. The region of the solid – liquid phase transition, with zooming, is shown in the inset of Fig. 2. It is seen that at the equilibrium melting temperature $T_m$, an insignificant jump by about $\sim 3.128\%$ occurs, an abrupt decrease in the heat capacity of copper. According to the experiment [38], this value is $\sim 1.529\%$. On the inset of fig. 2 one can clearly see an increase in the specific heat to $C_p(T) \approx 39$ J·mol$^{-1}$·K$^{-1}$ upon overheating of the solid phase in the temperature range $T_m < T < 1.2T_m$ (green dashed
line in Figure 2). With increasing temperature $T_m < T < 2.63T_m$ in the liquid phase, the specific heat is almost constant and amounts to $C_p(T) \approx 31.0 \text{ J} \cdot \text{mol}^{-1} \cdot \text{K}^{-1}$, which is 8% less than $C_p(T) \approx 33.84$ [38]. At the temperature $T > 4000 \text{ K}$, the specific heat of copper increases. At $T = 5800 \text{ K}$, its value is $C_p(T) = 47.698 \text{ J} \cdot \text{mol}^{-1} \cdot \text{K}^{-1}$. In the near-critical region in Fig. 2, the dashed line shows the extrapolation of the temperature dependence of the specific heat to the critical point.

![Temperature dependence of specific heat](image)

Fig.2. The temperature dependence of the specific heat $C_p(T)$ of copper according to the calculation results (solid line). Markers: (1), (2) - experimental results [37, 38].

For the use in further calculations, the results obtained are more convenient to use in the form of an analytical dependence of the form (1). For the solid and liquid phases, the results were approximated by power dependences of the 4th degree:

$$C_p(T) = a_0 + a_1(T - T_0) + a_2(T - T_0)^2 + a_3(T - T_0)^3 + a_4(T - T_0)^4,$$

where $T_0 = 300 \text{ K}$ for the solid phase ($300 \text{ K} \leq T \leq T_m$), $T_0 = T_m$ for the liquid phase ($T_m \leq T \leq 5800 \text{ K}$). The values of coefficients $a_k$ and approximation error according to the least squares criterion (2) are shown in the Table 2.
<table>
<thead>
<tr>
<th>k</th>
<th>Solid</th>
<th>Liquid</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>24.27</td>
<td>31.0018</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$1.23 \times 10^{-2}$</td>
<td>$3.28 \times 10^{-3}$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$-2.05 \times 10^{-3}$</td>
<td>$-2.91 \times 10^{-6}$</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$1.53 \times 10^{-8}$</td>
<td>$7.06 \times 10^{-10}$</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$-2.88 \times 10^{-12}$</td>
<td>$-4.68 \times 10^{-15}$</td>
</tr>
<tr>
<td>$\Delta(P(x), y)$</td>
<td>0.021</td>
<td>0.038</td>
</tr>
</tbody>
</table>

Table 2. The values of coefficients $a_k$ for the function, which approximates the calculation results of specific heat of copper $C_p(T)$ J·mol$^{-1}·$K$^{-1}$

3.2 Calculation of thermal conductivity of copper

To determine the thermal conductivity of the phonon subsystem of copper, a series of calculations was carried out based on molecular dynamics modeling. The phonon thermal conductivity was determined using the direct method (DM) [24, 25].

When using DM, the heat source and sink areas are created in the modeling domain to apply a constant heat flux along the direction of interest.

At each time step, a fixed amount of heat $dQ_N$ was deposited in the heating region, and the same amount was taken from the sink region. The heat flux $W$ was calculated as

$$W = \frac{dQ/(SN dt)/2}{},$$

where $dQ = N \times dt \times \delta Q_N$ is the total deposited energy, $\delta Q_N$ is the energy deposited during one timestep, $N$ is the number of timesteps, $dt$ is the size of the timestep, $S$ is the domain cross-section. The timestep size was chosen depending on the temperature, from 3fs at 300K to 1fs at 2000K and above. The division by 2 is used due to periodic boundary conditions, i.e. heat flux goes in two directions. Then, the resulting temperature gradient is calculated, and the thermal conductivity coefficient $\kappa_{lat}$ was determined from the known heat flux by the Fourier law [16]

$$W = -\kappa_{lat} \frac{\partial T}{\partial x},$$

where $W$ is the heat flux, $x$ is the coordinate in the direction of the flux.

The difficulty in applying the direct method to solids lies in the fact that the size of the modeling region should be much larger than the mean free path of phonons in a substance. For a crystal, this is difficult to do, because requires a very large size of the computational domain and, accordingly, a very large number of atoms. Therefore, when calculating with a small number of atoms, the thermal conductivity coefficient is dependent on the length of the region due to phonon scattering at the boundary. To limit the size of the simulation region, a scaling procedure is used, in which the thermal conductivity is determined for several lengths of the simulation region $L_n$ ($n$ is the number of unit cells in the computational domain) along the $x$ direction. Then, the inverse dependence of the thermal conductivity $1/\kappa_{lat}$ is constructed with respect to the reciprocal of the length of the simulation region, $1/L_n$, and the thermal conductivity is determined by extrapolating the data $1/L_n \to 0$ [24-26].
To determine the thermal conductivity of copper, the simulation domain in the form of a parallelepiped was considered. The initial sizes of the region were 10×10×20 unit cells (lattice constant 0.361 nm), corresponding to 8000 particles. Periodic boundary conditions were set along the three axes. As the interaction potential, the EAM potential is used [21]. The particle velocities were set as random variables with a Maxwell distribution corresponding to a double temperature of 600 K. Then the sample was equilibrated at 300 K using a thermostat and barostat.

The sample was divided along the x axis into the number of cells corresponding to the number of particles. At each step, a certain amount of heat is deposited in the first interval, and the same amount of heat is taken from the middle of the sample, where the drain is located. After some time (for small samples 5 ns, for large 10 ns), a stationary equilibrium is established. The temperature difference is calculated at 0.8 of the entire length between the heat source and the sink over the last 0.5 ns and averaged.

### 3.2.1 Modeling results of thermal conductivity

To calculate the thermal conductivity from the Fourier law (5), it is necessary to determine the value of the heat flux \( W(4) \) from the spatial temperature distribution obtained from the MD modeling. Figure 3 shows the time-averaged spatial temperature profile for an average temperature of 300 K. In a small region (~ 6 nm) in the immediate vicinity of the source, a very strong nonlinear temperature profile is observed. The same strong nonlinear temperature profile is also observed near the sink in the middle of the computational domain. In the intermediate region, the behavior of the temperature profile is close to a linear dependence. The intermediate region in Fig. 3 is indicated by dashed lines. In this interval between the heat source and sink, the temperature gradient was measured. The presence of the heat source and heat sink, the use of periodic boundary conditions creates a current in two opposite directions.

![Fig. 3. Spatial temperature profile at one moment in time. The dashed lines indicate the interval in which the temperature gradient was measured.](image1)

![Fig. 4. The dependence of the reciprocal of the thermal conductivity on the reciprocal of the size of the region for the temperature T = 300K.](image2)

To overcome the effects of the finite size, in accordance with the scaling procedure, the heat flux was determined by a series of calculations for various sizes of the computational...
domain. The number of computational regions and their sizes depended on the temperature for which the thermal conductivity was calculated. The lower the temperature, the more areas were selected. For the range \(300K \leq T \leq 900K\), the calculations were carried out for 8 regions of different sizes \(L_n\): 20, 40, 80, 160, 240 320, 480, 560 unit cells corresponding to the number of particles. For the range \(1200K \leq T \leq 2000K\), 3 calculations were performed for the sizes of the \(L_n\) region: 80, 160, 240 cells, and for \(T \geq 4000K\), only one calculation was performed for the size of the region \(L_n = 80\) cells (for larger size, the results were the same).

The cross section of the region was constant: \(S = 10 \times 10\) cells. The heat flux was determined from the temperature difference between the heating and heat sink areas, for which the instantaneous temperature difference was averaged over the entire calculation time after establishing a stationary distribution. To increase the accuracy of the calculations, the temperature difference was calculated not over the entire interval between the source and the sink, but in its central part, 0.8 of the total length. After a series of calculations, for each temperature from the range \(300K < T < 5700K\), the scaling procedure was performed and thermal conductivity was calculated. Let us consider the scaling procedure using the example of calculating the thermal conductivity of copper for 300 K. Figure 4 shows the dependence of the reciprocal of the thermal conductivity on the reciprocal of the size of the region for a temperature of 300 K. The results of the calculations on the graph are shown by black lines with markers.

Five values of the inverse thermal conductivity corresponding to the longest lengths of the computational domain were approximated by a linear dependence (1)

\[
\frac{1}{\kappa_{lat}}(x) = 0.086 + 6.13x, \quad (6)
\]

where \(x = 1/L_n\). The approximation error, according to the least squares criterion (2) was \(\Delta = 0.972\). At \(x = 1/L_n = 0\) from the dependence (6) one can obtain the inverse value of thermal conductivity \(1/\kappa_{lat} = 0.086\), from which the thermal conductivity of copper was obtained \(\kappa_{lat}(T=300K) = 11.627\) W/mK. It corresponds to the infinite value of \(L_n\). Fig. 4 shows the linear dependence (6) as a red line with markers.

The results of calculation of the thermal conductivity of copper are presented in Fig. 5. The vertical dashed lines indicate the melting temperature \(T_m\) and the critical temperature \(T_{cr}\) of copper. At the temperature of 300 K, according to the above calculations, the phonon thermal conductivity is \(\kappa_{lat} = 11.627\) W/mK. With increasing temperature, the thermal conductivity of copper decreases. The region of the solid – liquid phase transition is shown in enlarged form in the inset of Fig. 5. It is seen that at the equilibrium melting temperature \(T_m = 1330\) K, the value of thermal conductivity decreases stepwise. In the solid phase, the thermal conductivity is \(\kappa_{lat} = 1.55\) W/mK, and in the liquid phase at the same temperature the thermal conductivity is \(\kappa_{lat} = 1.29\) W/mK. The difference in thermal conductivity between solid and liquid phases is 16.77\%. The calculation was carried out up to the temperature \(T = 5700\) K, at which the thermal conductivity is \(\kappa_{lat} = 0.647\) W/mK. Such a change in the phonon thermal conductivity with increasing temperature does not contradict the ideas about the behavior of the phonon thermal conductivity of metals. In the near-critical region in Fig. 5, the dashed line shows the extrapolation of the temperature dependence of thermal conductivity to the critical point.

A comparison with alternative ab-initio calculations in the range \(300K \leq T < 1000K\) made by the Generalized Gradient Approximation (GGA) method in [36] showed good agreement. At
low temperatures \((300 \text{K} \leq T < 600 \text{K})\), the largest difference with [36] is \(\Delta \kappa \sim 14\%\) at 300K. With increasing temperature, the difference in results becomes smaller. At \(T = 600 \text{K}\), the difference is \(\Delta \kappa \sim 4\%\), and at \(T = 1000 \text{K}\), \(\Delta \kappa \sim 2\%\) - the results almost completely match. In the temperature range \(T > 1000\text{K}\), there is no data for comparison. In general, such comparison results suggest that the selected method and potential describe the model with good accuracy and are applicable for further studies.

For the use in further calculations, the results obtained are more convenient to write as an analytical dependence of the form (1). For the solid phase, the results were approximated by a polynomial dependence of the 4th degree, for the liquid phase by a polynomial of the 3rd degree

\[
\kappa_{\text{lat,sol}}(T) = a_0 + a_1(T - T_0) + a_2(T - T_0)^2 + a_3(T - T_0)^3 + a_4(T - T_0)^4,
\]

\[
\kappa_{\text{lat,liq}}(T) = a_0 + a_1(T - T_0) + a_2(T - T_0)^2 + a_3(T - T_0)^3
\]

where \(T_0 = 300 \text{ K}\) for the solid phase \((300 \text{ K} \leq T \leq T_m)\), \(T_0 = T_m\) for the liquid phase \((T_m \leq T \leq 5700\text{K})\). The values of the coefficients \(a_k\) and approximation errors according to the least squares criterion (2) are shown in the Table 3.
<table>
<thead>
<tr>
<th>k</th>
<th>solid</th>
<th>liquid</th>
</tr>
</thead>
<tbody>
<tr>
<td>a0</td>
<td>11.627</td>
<td>1.29</td>
</tr>
<tr>
<td>a1</td>
<td>-4.2781×10^{-2}</td>
<td>-5.01×10^{-4}</td>
</tr>
<tr>
<td>a2</td>
<td>9.2403×10^{3}</td>
<td>1.31×10^{7}</td>
</tr>
<tr>
<td>a3</td>
<td>-9.6577×10^{8}</td>
<td>-1.2×10^{11}</td>
</tr>
<tr>
<td>a4</td>
<td>3.686×10^{11}</td>
<td></td>
</tr>
<tr>
<td>Δ(P(x_j), y_j)</td>
<td>1.201×10^{11}</td>
<td>0.021</td>
</tr>
</tbody>
</table>

Table 3. The values of the coefficients $a_k$ of the function, which approximates the calculation results of the thermal conductivity of copper $\kappa_{\text{lat}}(T)$, W·m^{-1}·K^{-1}

4 CONCLUSION

The temperature dependences were obtained for the thermophysical characteristics of copper: phonon thermal conductivity, heat capacity and density using molecular dynamics simulation with the EAM potential [21]. The wide temperature range $300K \leq T \leq 5800K$, in which the thermophysical properties of copper were determined in this work, covers the first-order phase transition (melting-crystallization) and the near-critical region in which drastic changes in the thermophysical properties of the substance occur. The calculation results were approximated by polynomials of low degrees.

The temperature dependences of the density $\rho(T)$ and specific heat $C_p(T)$ of copper were determined from a series of molecular dynamics calculations within the framework of one computational experiment.

The temperature dependence of the density of copper $\rho(T)$ was obtained in the range $300K < T < 5620K$. At the melting point, the density is calculated for two states of matter: solid and liquid. Based on the simulation results, the temperature range of the overheating of the solid phase $T_m < T < 1.2T_m$ and the density values in this range were obtained. The results obtained show good agreement with the experimental results [42].

The temperature dependence of the specific heat of copper $C_p(T)$ was obtained in the range $300K < T < 5800K$. In the region of the solid – liquid phase transition at an equilibrium melting temperature $T_m$, a small stepwise decrease in the heat capacity of copper occurs, amounting to $\sim 3.128\%$ (according to the experiment [38], $\sim 1.529\%$). In the temperature range of the overheating of the solid phase $T_m < T < 1.2T_m$, the specific heat was obtained. In the temperature range $T_m < T < 2.63T_m$ in the liquid phase, the specific heat is constant and amounts to $C_p(T) \approx 31.0 \text{ J·mol}^{-1}·\text{K}^{-1}$, which is 8\% less than in [38]. At temperatures above 4000 K, the heat capacity of copper increases and at $T = 5800 \text{ K}$ its value is $C_p(T) = 47.698 \text{ J·mol}^{-1}·\text{K}^{-1}$. The results obtained show good agreement with the experimental results [37, 38].

Based on a series of calculations by the direct method using molecular dynamics simulation, the temperature dependence of the phonon thermal conductivity of copper was obtained in the temperature range $300 < T < 5700 \text{ K}$. The EAM potential [21] was used in the simulation. In the region of the solid – liquid phase transition, at the equilibrium melting temperature $T_m = 1330 \text{ K}$, the value of thermal conductivity decreases stepwise. The difference in thermal conductivity between solid and liquid phases is 16.77\%. Comparison with alternative ab-initio calculations in the range $300K \leq T < 1000K$ made by the Generalized Gradient Approximation (GGA) method in [36] showed good agreement.
In general, such comparison results suggest that the selected interparticle interaction potential and calculation methods for copper of the phonon specific heat, phonon thermal conductivity, and density show good accuracy and can be used for further studies.
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