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Summary. In this paper, the notions of fuzzy T-metric and fuzzy S-metric have been introduced, and 

then, examples of known fuzzy metrics are provided, as well as theorems that enable algorithms for 

putting up new metrics. Recently, there has been renewed interest in some of their properties, which 

are further shown, these being polygonal inequality, and two new classes of functions have been 

shown to be regarded as fuzzy metric. By applying these fuzzy metrics, an algorithm has been used in 

order to remove image noise. The goal was to improve the sharpness and the quality of the image, 

which is expressed and measured by means of the image quality index UIQI. It has been shown that 

the general image, which is filtered by this algorithm, has greater sharpness than the image filtered by 

the median filter, which is probably the most commonly used vector filter. 

1 INTRODUCTION 

There is evidence that the notion of a probabilistic metric space plays a crucial role in 

regulating a generalization of metric space in which the distance between x and y is replaced 

by the distribution function Fx, y where the value of that distribution function at some point a 

is interpreted as the probability in which case, the distance between x and y is smaller of a. A 

key aspect of and the introduction of the concept of fuzzy set was proposed by L. Zadeh in 

1965. 

In recent years, there has been an increasing interest in fuzzy logic and recent develop-

ments in fuzzy sets have heightened the need for initiating wider development of the theory 

of fuzzy logic and fuzzy sets, as well as other mathematical fields where they were meant to 

replace standard sets. Characterization of fuzzy sets is important for our increased 

understanding of fuzzy logic and its consequences, and in this manner the theory of fuzzy 

metric spaces has evolved, where the distance between elements x and y is a fuzzy set with 

certain properties. There are several important areas where this theory makes an original 

contribution to finding increasing application particularly to specific practical problems one 

of which is image processing. 

The whole concept of thinking that a distance between two objects is no longer a classical, 

but a fuzzy set, has led to further development of theoretical parts of mathematics in which 

the has term appeared, as well as the application of a part of this knowledge in various 

engineering sciences, even in medicine’ sciences. Perhaps the best example is provided by the 

functional analysis, where the counterparts are defined by the classical notions of a sphere, 
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neighborhood, convergence, etc., in fuzzy metric spaces. It is in this manner that the theory of 

a fixed point in the complete fuzzy metric spaces is considered as a natural continuation of 

research in this field in probabilistic metric spaces (see e.g. [2]).  

Practical problems in which distance was used and their solution with fuzzy distance 

have obtained a new meaning of problem interpretation and the way of solving it. This is 

perhaps best seen in shape recognition, shape analysis and image processing, which have 

direct applications in practice. For example, classifying data into clusters, in which case each 

of them contains objects having the maximum of similarity, i.e. the minimum distance 

between each other, with as many objects from other clusters as possible. 

Image processing and the problems considered in this area, such as, for example, 

filtering and segmentation of the image, abundantly use the distance in terms of similarities, 

i.e. differences of images, i.e. parts of images, and the “ambiguity” itself directly indicates the 

need for fuzzy distances. 

The paper is organized as follows. The second section presents the basic notions of 

t−norm, t−conorms, fuzzy complements and their properties which will be required when 

proving the properties of fuzzy metrics (see [9], [10]). In the third section, the fuzzy S−metric 

and the fuzzy T−metric are defined and the examples relevant to the application are provided. 

Polygonal inequality has also been proven and two new classes of set functions have been 

defined, and the findings should make an important contribution to the field of fuzzy metrics. 

The properties by which new fuzzy metrics can be defined from existing classes are 

presented. Evidence suggests that fuzzy metric parameter values are among the most 

important factors for enabling selection of the metric that further offers the best performance 

in image filtering. In the section 4, the values of the described parameters are further 

experimentally determined. Ultimately, the main aim of this study is to investigate the 

differences between the quality of image filtering, utilizing our algorithm and filtering using 

VMF both of which, were calculated by means of the UIQI metric, which has been defined in 

[21], and they are subsequently compared. 

2 PRELIMINARIES 

This paper sets out to assess the effects of triangular norms and conorms and thus, 

definitions of triangular norms and conorms and some of their properties are taken into 

consideration and provided in the references (see [9], [10]). 
 

Definition 2.1. For binary operation N : [0,1]
2 

→ [0,1] which satisfies the following axioms 

for all a,b,c,d ∈  [0,1]: 

n1) N(a,e) = a (boundary condition);  

n2) c ≤ d ⇒ N(a,c) ≤ N(a,d) ( monotonicity);  

n3) N(a,b) = N(b,a) ( commutativity);  

n4) N(a,N(b,c)) = N(N(a,b),c) ( associativity). 

we say that N is norm.  

If e = 1, then N is the triangular norm (shorter t−norm), and instead of N we write T. If e = 

0, then N is the triangular conorm (shorter t−conorm), and instead of N we write S. 

A norm N, is an Archimedean norm if N is continuous and for all a ∈  (0,1), N(a,a) < a for 

t−norm N and for all a ∈ (0,1), N(a,a) > a for t−conorm N. 

As b ≤ 1, T(a,b) ≤ T(a,1) = a, and similarly T(a,b) ≤ b, imply 
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   , , .T a b min a b       (1) 

As b ≥ 0, S(a,b) ≥ S(a,0) = a, and similarly S(a,b) ≥ b, imply 

   , , .S a b max a b       (2) 

Remark 1. From the conditions given in the definition of the norm follows the monotonicity 

by coordinates, i.e. for all a1,a2,b1,b2 ∈  [0,1] 

   1 2 1 2 1 1 2 2, , .a a b b N a b N a b         (3) 

It is necessary here to clarify exactly what is meant by the monotonic condition replacement. 

Namely, replacing the monotonic condition in Definition 2.1 by condition (3), an equivalent 

definition of the norm is obtained. 

If, in the definition of the norm, instead of the axiom of monotonicity, a strict monotonicity is 

valid, i.e. 

   1 2 1 2 1 1 2 2, , ,   a a b b N a b N a b       

for all a1,a2,b1,b2 ∈  [0,1], then the norm is strict. 
 

Definition 2.2. A decreasing generator g is a continuous strictly decreasing function from 

[0,1] to , such that g(1) = 0. 

An increasing generator g is a continuous strictly increasing function from [0,1] to ,  

such that g(0) = 0. 
 

Definition 2.3. The power of the norm is given by formulas: 

          1 1

1 2 1 2 1 1 1 1, , ,   ,..., , ,..., , 2 .  
n n

n n n nN a a N a a N a a a N N a a a n

      

Remark 2. If T is a t−norm, then: 

 1 2 1 2, 1 1,  T a a a a      

 1 2 1 1 1, ,..., 1 ... 1.  
n

n nT a a a a a        

Remark 3. If T is a strict t−norm, then: 

 1 2 1 2, 0 0 0,  T a a a a       

 1 2 1 1 1, ,..., 0 0 ... 0.  
n

n nT a a a a a         

Remark 4. If S is a t−conorm, then: 

 1 2 1 2, 0 0. S a a a a     

 1 2 1 1 1, ,..., 0 ... 0. 
n

n nS a a a a a        

Remark 5. If S is a strict t−conorm, then: 

 1 2 1 2, 1 1 1.  S a a a a       

 1 2 1 1 1, ,..., 1 1 ... 1.  
n

n nS a a a a a         
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Definition 2.4. The function c : [0,1] → [0,1] is a fuzzy complement, if following conditions 

are satisfied: 

c1) c(0) = 1 i c(1) = 0, (boundary conditions) 

c2) (∀ a,b ∈  [0,1]) a ≤ b ⇒ c(a) ≥ c(b) (monotonicity). 

If c(c(a)) = a holds for all a ∈  [0,1], then a function c is involutive. 

If c is a continuous function, then we say that c is a continuous fuzzy complement. 

If c : [0,1] → [0,1] is an involutive monotonic non-increasing function, it follows that c is a 

continuous bijective function for which boundary conditions are valid (see [10]). 

The triangular norm T and the triangular conorm S are dual with respect to the fuzzy 

complement c if and only if 

       , ,c T a b S c a c b  and        , , .c S a b T c a c b   

(T,S,c) is called a dual triple. 

For the triangular norm T and the involutive fuzzy complement c, the binary operation 

S on [0,1] defined with 

       , ,S a b c T c a c b   

for all a,b ∈  [0,1], is a triangular conorm S such that (T,S,c) is a dual triple. 

3 FUZZY METRICS 

This section presents the findings of the research, focusing on the fuzzy S−metric and the 

fuzzy T−metric, which are being considered. Some of the new characteristics of the T−fuzzy 

metrics are presented. The main issues addressed in this section of the paper refer to the well 

known notions and characteristics and in the literature, these terms tend to be used to refer to 

the notions given and proven in the papers [6], [7], and [19]. 

Definition 3.1. [19] Let X ≠ ∅, 

i) S be a continuous t- conorm, 

ii) T be a continuous t- norm, 

and d is a fuzzy set defined on X × X × (0,+∞), that satisfies the following conditions for all 

x,y,z ∈  X,α,β > 0: 

(1) i) d(x,y,α) ∈  [0,1), ii) d(x,y,α) ∈  (0,1]; 

(2) i) d(x,y,α) = 0 ⇔ x = y, ii) d(x,y,α) = 1 ⇔ x = y; 

(3) i), ii) d(x,y,α) = d(y,x,α) ; 

(4) i) S(d(x,y,α),d(y,z,β)) ≥ d(x,z,α + β), ii) T(d(x,y,α),d(y,z,β)) ≤ d(x,z,α + β) ; 

(5) i), ii) d(x,y, −) : (0,+∞) → [0,1] is a continuous function. 

The fuzzy set d is called 

i) a fuzzy S−metric and a triple (X,d,S) is fuzzy S−metric space (where d satisfies (1-5)i)) ; 

ii) a fuzzy T−metric and a triple (X,d,T) is fuzzy T−metric space (where d satisfies (1-5) ii)). 

If instead of (1), it holds that d(x,y,α) ∈  [0,1], the fuzzy set d is a fuzzy S−metric (fuzzy 

T−metric) in the broader sense, and (X,d,S) ((X,d,T)) is a fuzzy S−metric (fuzzy T−metric) 

space in the broader sense. 

We will mark the fuzzy S−metric with s and the fuzzy T−metric with t, and we will write 
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the mark d if some statement is valid in both cases and use the term fuzzy metric. 
 

Definition 3.2. [19] Fuzzy metric d is stationary on X if d does not depend of α, i.e. if for all 

fixed x,y ∈  X, the function dx,y(α) = d(x,y,α) is a constant. 
 

Remark 6. Fuzzy S−metric s(x,y, −) : (0,+∞) → [0,1] is non-decreasing function, and fuzzy 

T−metric t(x,y, −) : (0,+∞) → [0,1] is non-increasing function. 
 

Putting that y = z in the triangle inequality 

           , , , , , , , ,0 , , , , ,S x y y y S x y x y x y        s s s s s  

supposing 0 < α1 < α2, for α = α1, and β = α2 − α1, imply s(x,y,α1) ≥ s(x,y,α2), i.e. s(x,y, −) is 

non-increasing function. 

Putting that y = z in the triangle inequality 

           , , , , , , , ,1 , , , , ,T x y y y T x y x y x y        t t t t t  

supposing 0 < α1 < α2, for α = α1, and β = α2 − α1, imply t(x,y,α1) ≤ t(x,y,α2), i.e. t(x,y, −) is 

non-decreasing function. 
 

Remark 7. The triangle inequality, is trivial satisfied if x = y or y = z or x = z. 

Indeed, for example (4) i) 

      , , , , , , , 0 ,x z S x y y x x x        d d d    

             , , , , , 0, , , , , , , ,x y S x x x z S x z x z x z           d d d d d   

             , , , , , , , ,0 , , , , .y z S x y y y S x y x y x y           d d d d d   

Theorem 3.1. If d : X × X × (0,+∞) →R is a fuzzy T−metric with respect to the norm T, then 

polygonal inequality, for n ≥ 2, hold: 

        1

1 2 1 2 3 2 1 1 1 1 2, , , , , ,..., , , , , ... .n

n n n n nT x x x x x x x x     

    d d d d   (4) 

For case S−metric with respect to the conorm S, for n ≥ 2, hold: 

        1

1 2 1 2 3 2 1 1 1 1 2  , , , , , ,..., , , , , ... .n

n n n n nS x x x x x x x x     

    d d d d  (5) 

Proof. Let us show the polygonal inequality for the case of the fuzzy T−metric. It is 

analogous to the fuzzy S−metric as well. If n = 2, i.e., 

      1 2 1 2 3 2 1 3 1 2, , , , , , , ,T x x x x x x    d d d   

statement is valid, because axiom (4)ii). Suppose the claim holds for n = k and prove it for n = 

k + 1: 

        1

1 2 1 2 3 2 1 1 1 1 2, , , , , ,..., , , , , ...k

k k k k kT x x x x x x x x     

   d d d d   

        1 2 1 2 3 2 1 1 2 1, , , , , ,..., , , , , ,k

k k k k k kT x x x x x x x x       d d d d   

         1

1 2 1 2 3 2 1 1 2 1, , , , , ,..., , , , , ,k

k k k k k kT T x x x x x x x x   

    d d d d   

 1 1 1 2 1 2 1, , ...( ) ( ), , ,k k k k kT x x x x         d d   

 1 2 1 2 1, , ... .k k kd x x                                                                                                   □
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Theorem 3.2. [19] If (X,s,S) is a fuzzy S−metric space and the T is a t−norm dual to the 

t−conorm S with respect to the continuous involutive fuzzy complement c, then (X,c ◦ s,T) is a 

fuzzy T−metric space. 

If (X,t,T) is a fuzzy T−metric space and S is a t−conorm dual to the norm T with respect to 

a continuous involutive fuzzy complement c, then (X,c ◦ t,S) is a fuzzy S−metric space. 

The theorem is also valid for fuzzy metric spaces in the broader sense. 

Example 1. [6, 19]  The mapping :K

  t  defined by 
min{ , }

( , ) ,
max{ , }

K

x y K
x y

x y K





t  

where K > 0, is a fuzzy T-metric with respect to multiplication, and 
| |

( , )
max( , )

K

x y
x y

x y K





s  

is a fuzzy S-metric with respect to the algebraic sum, S(x,y) = 1 − (1 − x)(1 − y) = x + y − xy, 

dual to T with respect to the standard fuzzy complement. 

Example 2.  Let :f X   be one-to-one function and let  : 0,g      be an 

increasing continuous function. The mapping : [0,1]X X   t  defined by 

( ( )) ( ( ))
( )

2( , , ) ( )
(max{ ( ), (

,
)}) ( )

p p

q

p

f x f y
g

x y
f x f y g












t      (6) 

where p,q > 0 fixed, is a fuzzy T-metric with respect to multiplication. 
 

Proof.      , , 0.f x f y g    Without loss of generality, let    .f x f y  Then 

 ( ( )) ( ( )) ,p pf x f y  i.e., 

( ( )) ( ( )) ( ( )) ( ( )) 2( ( )) 2max{( ( )) ,( ( )) }p p p p p p pf x f y f y f y f y f x f y      

( ( )) ( ( ))
max{( ( )) , ( ( )) }

2

p p
p pf x f y

f x f y


   

( ( )) ( ( ))
0 ( ) max{( ( )) , ( ( )) } ( )

2

p p
p pf x f y

g f x f y g 


      

( ( )) ( ( ))
( )

21 ( , , ) ( ) 0.
max{( ( )) , ( ( )) } ( )

p p

q

p p

f x f y
g

x y
f x f y g









   


t  

 

( ( )) ( ( ))
( )

( ( )) ( )2( , , ) ( ) ( ) 1
max{( ( )) , ( ( )) } ( ) ( ( )) ( )

p p

p
q q

p p p

f x f y
g

f x g
x y x y

f x f y g f x g





 







    

 
t  

( ( )) ( ( ))
( )

( ( )) ( ( ))2( ) ( , , ) ( ) 1 ( )
max{( ( )) , ( ( )) } ( ) 2

max{( ( )) , ( ( )) } ( ) ( ( )) ( ( )) 2max{( ( )) , ( ( )) }:

p p

p p
q

p p

p p p p p p

f x f y
g

f x f y
x y g

f x f y g

f x f y g f x f y f x f y


 









     



   

t  
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( ) ( ) ( ( )) ( ( )) 2( ( )) ( ( )) ( ( )) ( ) ( )

,

p p p p pf x f y f x f y f x f y f x f y f x

y x

        


 

( ) ( ) ( ( )) ( ( )) 2( ( )) ( ( )) ( ( )) ( ) ( )p p p p pf x f y f x f y f y f x f y f x f y          

x y  (f is one-to-one function). 

( ( )) ( ( )) ( ( )) ( ( ))
( ) ( )

2 2( , , ) ( ) ( ) ( , , ).
(max{ ( ), ( )}) ( ) (max{ ( ), ( )}) ( )

p p p p

q q

p p

f x f y f y f x
g g

x y y x
f x f y g f y f x g

 
 

 

 
 

  
 

t t  

 

Let’s prove inequality 

     , , · , , , , .x y y z x z  t  t  t      (7) 

( ( )) ( ( )) ( ( )) ( ( ))
( ) ( )

2 2(7) ( ) ( )
(max{ ( ), ( )}) ( ) (max{ ( ), ( )}) ( )

p p p p

q q

p p

f x f y f y f z
g g

f x f y g f y f z g

 

 

 
 

 
 

 

( ( )) ( ( ))
( )

2( )
(max{ ( ), ( )}) ( )

p p

q

p

f x f z
g

f x f z g











 

( ( )) ( ) ( ( )) ( ) ( ( )) ( ) ( ( )) ( )
( )

2 2

max{( ( )) ( ), ( ( )) ( )} max{( ( )) ( ), ( ( )) ( )}

p p p p

p p p p

f x g f y g f y g f z g
g

f x g f y g f y g f z g

   


   

     


 
   

  

 

( ( )) ( ) ( ( )) ( )

2

max{( ( )) ( ), ( ( )) ( )}

p p

p p

f x g f z g

f x g f z g

 

 

  

 
 

 

2 ,
max{ , } max{ , } max{ , }

X Y Y Z X Z

X Y Y Z X Z

  
       (8) 

 

where               , , .
p p p

X f x g Y f y g Z f z g          

There are three cases: 1)       ,f x f y f z   2)       ,f x f z f y    

and 3)       ,f y f x f z   i.e., 1) X ≤ Y ≤ Z, 2) X ≤ Z ≤ Y, and 3) Y ≤ Z ≤ Z. 

1) (8) 2
X Y Y Z X Z

Y Z Z

  
    

( )( ) 2( )X Y Z Y X Z Y      
2 2 2Y XY ZY XZ XY ZY         

    2 0 0 .Y X Z Y XZ Y X Y Z               

The inequality is correct because two following inequalities hold: X ≤ Y and Y ≤ Z. 

2) (8) 2
X Y Y Z X Z

Y Y Z

  
    

2 2( ) 2( )( )Y X Z Y XZ Z X Z Y       
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2 2 2( ) 2X Z ZY XZ XY ZY      

2 2 2 2 2.XZY Z Y XZ XY XY ZY       

This inequality is valid because: 
2 ,Z Y XZY XY    

2 2 ,Z Y XZ XY    

2 2.Z Y Z Y ZY    

3) (8) 2 ( )( ) 2 ( ).
X Y Y Z X Z

X Y Y Z X X Z
X Z Z

  
          

This inequality is true because the following inequalities hold: 

2 , .Y X X Y X Y X Y Z X Z            

The function 
( )

( ) ( ) ,
( )

qa g
F

b g










 where a,b,g(α) > 0, a < b, is monotonously increasing, 

because g is monotonously increasing, so 

       , , , , , , , , , ,x y x y y z y z        t t t t  i.e., (7) implies: 

         , , · , , , , · , , , , .x y y z x y y z x z           t  t t  t t  

The mapping t is obviously a continuous function, because g is continuous function.             □ 

 

Special case of Example 2 is next example: 

Example 3. [19] The mapping :tK

    defined by 2( , ) ,
max{ , }

tK

x y
K

x y
x y K







 where 

K > 0, is a fuzzy T-metric with respect to multiplication, and 
| |

( , )
2(max( , ) )

sK

x y
x y

x y K





  is 

the fuzzy S-metric with respect to the algebraic sum, dual to T with respect to standard fuzzy 

complement. 
 

Example 4. [19] The mapping : ,t p

    0p   defined by 

2
( , ) ,

max{ , }
t

p p

p

p

x y

x y
x y



       (9) 

is a fuzzy T-metric with respect to multiplication. 

Example 5. [6] Let : [0, ]g     be an increasing continuous function. If (X,d) is a metric 

space then the mapping :t X X    defined by 

( )
( , , )

( ) ( , )
t

g t
x y t

g t d x y



      (10) 

is a fuzzy T-metric with respect to the multiplication. Specially, for f(α) = α: 
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( , , )
( , )

t
t

x y t
t d x y




      (11) 

and its dual (with respect to the standard fuzzy complement) 

( , )
( , , ) 1 ( , , )

( , )
s t

d x y
x y t x y t

t d x y
  


  is a fuzzy S-metric with respect to the algebraic sum. 

 

Theorem 3.3.  Let : (0,1]f X   be one-to-one function and let : (0,1]g    be an 

increasing continuous function. The mapping : (0, )d X X     defined by 

2

1, 1,
( , , ) ,

( ( ( ), ( )), ( )), ( ( ), ( ), ( )),

x y x y
x y

T T f x f y g x y T f x f y g x y


 

  
  

  
d  

is a fuzzy T−metric with respect to the continuous t−norm T. 
 

Proof. From Remark 3 follows 

              , , 0 , 0 0 0 0 0 ,x y T f x f y g f x f y g             d    

i.e.            , , , , 0,1 ;x y T T f x f y g  d   

Obviously,  , , 1.x y x y   d  Suppose that x ≠ y and  , , 1,x y  d  then from Remark 2 

follows 

                , , , , 1 , 1 1)x y T T f x f y g T f x f y g       d   

         1 1 1 .f x f y g f x f y x y           Contradiction! 

              ) ( ( )), , , , , , , , ;( )x y T T f x f y g T T f y f x g y x     d d   

From associativity of t−norm T, for x≠ y ≠ z ≠ x: 

                     , , , , ,   , , , , ,T x z z y T T T f x f z g T T f z f y g   d d   

                , , , , ,T T f x f z T g T T f z f y g    

                , , , , ,T T f x f z T T g T f z f y g    

                , , , , ,T T f x f z T T T f z f y g g    

                , , , , ,T T f x f z T T f z f y T g g    

                ., , , , ,T T T f x f z T f z f y T g g    

From inequality (1), we have              , , , ,T f x f z f x T f z f y f y    

so because of (3), it follows                , , , , .T T f x f z T f z f y T f x f y   

From (1), and monotonicity of            : , , .T T g g min g g g          

Finally,  
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                     , , , , , , , , , ,T x z z y T T T f x f z T f z f y T g g   d d   

         , , , , .T T f x f y g x y      d  

Triangular norm T and function g are continuous, then      , , : 0, 0,1x y   d  is a 

continuous function.                                                                                                                  □ 

 

The following properties hold (see [19]) which enable construction of new fuzzy metrics. 
 

Theorem 3.4. Let d be a stationary fuzzy metric (in the broader sense) with respect to the 

norm N. If N is an Archimedean norm and g its corresponding generator, then d = g ◦ d is a 

standard metric. 
 

Theorem 3.5. If    1 : 0, 0,1X X   d  and    2 : 0, 0,1X X   d  are fuzzy 

metrics, with respect to the strict norm N, then the mapping 

 1 2, : (0, )X X    d d  defined by        1 2 1 2, , , , , , , ,x y N x y x y   d d d d  is 

also a fuzzy metric with respect to the norm N. If N is not a strict norm, then  1 2, d d  is a 

fuzzy metric in a broader sense. 
 

Theorem 3.6. If  : 0,1 , 1,..., , ,i i iX X i n n N   d     are fuzzy metrics with respect to the 

strict norm N, then  2

1: 0,1 , ··· nX X X X   d   defined with 

            1

1 1 1 2 2 2 1 1, , , , ,..., , , ,..., , ,..., ,n

n n n n nx y N x y x y x y x x x y y y  d d d d   

is the fuzzy metric with respect to the norm N. If N is not a strict norm, then d is a fuzzy metric 

in a broader sense. 
 

Example 6. If  : 0,1 , 1,..., , ,i i iX X i n n   t     are fuzzy T−metrics with respect to the 

product, then  2

1: 0,1 , ··· nX X X X   t   defined with 

  1 1

1

, ( , ), ( ,..., ), ( ,..., ),
n

i i i n n

i

x y x y x x x y y y


  t t  

is the fuzzy T−metric with respect to the product. 

4 APPLICATION 

In this section the application of fuzzy metrics in filtering colour images is given. The 

fuzzy metrics embodies a multitude of concepts that are influenced by image pixels. Each 

image pixel (i,Ji) (”position”, ”colour”) can be characterized by spatial coordinates of pixel i1, 

i2 (points i = (i1,i2) ∈ I × I, I = {0,1,...,n − 1} from the screen), and by vector Ji = (Ji
1
,Ji

2
,Ji

3
), 

the first coordinate of which represents quantity of red colour, while the second coordinate is 

a quantity of green colour, and finally, the third one represents quantity of blue colour, these 

colour components being red, green, blue ( RGB), respectively. 

The assignment of image filtering is to replace the pixel which represents noise by pixel 

without noise, which can be achieved by replacing a central pixel ( , )ii J  in window 
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   1 2 1 2 1 2, ,{ | } ( , ,iW i J i I I i i i I I       and the size from window is an odd number), 

with pixel that represents the other pixels from W in the best possible way, i.e. by a pixel 

which is the most similar in colour and spatial distance to all the other pixels in W. 

Selection bias is another potential concern because it is of enormous importance to pick up 

a good criterion for selecting such a pixel without noise, which will replace the pixel with 

noise in a given window W, because the choice of pixels affects the image quality, i.e. affects 

the degree of the removed noise. 

A key issue is the safe disposal of criterion selection. Namely, the choice of a criterion will 

be conditioned by a good selection of fuzzy T−metric c. All pixels in the some window W a 

order relation will be induced by using metric c. This order relation will be used to compare 

pixels (”position”, ”colour”) of the image and to choose a pixel that differs the least from all 

the other pixels in the window, i.e. which is the most similar to all other pixels in W 

(regarding colour and distance). The central pixel in the given window W will be replaced by 

the pixel found using the algorithm which is applied on each sliding window. 

In the algorithm for filtering the image we use fuzzy T−metric :W W c  defined 

with: 

        , , , , · , .i j i ji J j J J J i jc τ  t     (12) 

Fuzzy T−metric which is used in order to measure similarity in colours among pixels is 

marked with τ. It is defined in the following way: 

 
3

3 3

1 2 3

1 2

1

1 2 2, ( , ) ( , ) ( , ) .
max{ , }

l l

i j

i j i j i j i j l l
l i j

J J
K

J J J J J J J J
J J K




  


 τ τ τ τ   (13) 

Fuzzy T−metric that considers spatial distance between pixels is marked with t. It is 

defined in the following way: 

2 2

1 1 2 2

( , ) .
( ) ( )

t
i j

t i j i j


   
t      (14) 

That the mappings τ, t and c are fuzzy metrics follows from the Examples 3 and 5 and 

Theorem 3.6. 

The metric used for the comparison of the quality of images is UIQI, which is defined in 

[21]. Let x = {xi|i = 1,2,… ,n} and y = {yi|i = 1,2,… ,n} original and test image signals. Image 

quality index is defined by following formulas: 

 2 2 2 2

4
,

( ) ( )

xy

x y

xy
Q

x y



 


   

 

where 

1 1

1 1
, ,

n n

i i

i i

x x y y
n n 

    

   
2 22 2

1 1

1 1
, ,

1 1

n n

x i y i

i i

x x y y
n n

 
 

   
 
   
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  
1

1
.

1

n

xy i i

i

x x y y
n




  

  

Index can be write as: 

2 2 2 2

22
.

( ) ( )

xy x y

x y x y

xy
Q

x y

  

   
  

 
 

Of particular concern is the first component, which is the correlation coefficient between x 

and y. Then, the second component shows how close are the pixel brightness values of x and 

y. And, finally, the third component measures how similar are the contrasts between x and y.

The particular metric of quality UIQI is based on the fact that every image distortion is

viewed as a combination of three factors: loss of correlation, luminance distortion and 

contrast distortion. 

For additional literature reading about fuzzy filtering, authors recommend the following 

list: [5], [13], [14], [15] and [20]. 

In the following example of image quality UIQI, the chosen size of window is 5. 

Figure 1. Onion, Original image in jpg format 

As can be seen, the filtered image given below is contaminated with 10% salt and pepper 

noise. 

Figure 2. Onion, Salt and pepper noise 10% of noise 

A much debated question is whether these metrics can be defined properly. The metric c 

which is defined with (12), where τ and t are defined by (13) and (14), respectively. The 
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values of metric for the image quality UIQI for each colour for the filtered image by applying 

the method proposed in this paper are equal to: 

UIQI: [0.317457074736562,0.316259056738023,0.225750489132398]. 

The sharpness for image filtered by our metric is 0.9908. 

The values of metric of image quality UIQI for each colour for filtered image by median filter 

(see [1]) with window size three are equal to: 

UIQI: [0.683856162855340,0.753420696483180,0.615343870586316]. 

The sharpness for image filtered by VMF is 0.4635. 

Figure 3. Onion, filtered image, onion S&P noise window size is 5, K=2250, t=0.1 fuzzy paper 

denoised armaks 

The result was that our image has slightly lower values for corresponding UIQI image 

quality, but much higher sharpness. This will enhance the understanding the link between 

quality and sharpness. And this is very important in cases, in which details in the image itself 

are necessary to be properly. We have used for measuring sharpness image quality metrics 

introduced in [16]. 

Figure 4. Onion, filtered by median filter, window size is 5; onion S&P noise MEDIAN denoised 

In the articles [8] and [19], denoising was investigated on digital images of Lena and 

Baboon, using fuzzy metrics. In both cases, greater sharpness of the image was shown for the 

selected parameter values, and in the first case better UIQI. 
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5 CONCLUSIONS 

Distance is a term that is very commonly used both in mathematics and other sciences. 

The need for the notion of distance caused it to evolve depending on the nature of the set for 

which it is defined, and brought about the properties required to possess that particular map-

ping up to what constitutes its set of values. In this paper, the distance is defined over an 

abstract set, and the distance between its two elements is a fuzzy set (see e.g. [17, 18]). The 

parameter that provides it with that particular fuzzy nature enable higher possibilities of 

application, as is the case here. The required properties are the following ones: boundedness, 

symmetry, some variants of the inequality of a triangle (in relation to the conorm, i.e. the 

norm), continuity according to the parameter, which all lead to the notions s and t fuzzy 

metrics. Historically, the idea started from K. Menger [12] and probabilistic spaces, where the 

distance between two elements was assessed by means of the distribution function. 

Subsequently, the notion of the fuzzy space was reached through the whole series of 

mathematicians, more specifically, in the researches of I. Kramosil, J. Michalek [11], up to A. 

George, P. Veramani [3, 4], and later on V. Gregory, A. Sapena [6, 7],  and their associates. 

There is a huge number of scientific papers related to the topic of these spaces. 

In this paper, the inequality of polygons for the considered fuzzy spaces has been proved, 

as well as new examples of those spaces, which would enable a wider scope of application of 

such metrics. One of these applications is image processing (image filtering, image 

segmentation, etc.). Accompanied by a suitable choice of phase distances, and by means of 

varying their appropriate parameters, we determine the best possible solution to our problem. 

The problem of image segmentation considered in this article is comprised of replacing the 

noisy pixel in the image with a better one, taking into account the influence of the surrounding 

pixels. The process of selecting a new pixel is influenced by both the spatial fuzzy distance of 

the pixels and the difference in the pixel brightness within the image in the RGB format, also 

measured by means of the selected fuzzy metric. The new fuzzy metric combines these two 

fuzzy metrics in the optimal manner into one evaluation for selecting a new pixel. 

New research is aimed at searching for metrics that would perform better in their 

application, as well as at examining their properties and finding new possibilities of 

application in other areas. 
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